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ABSTRACT

The eye tracker is used in many fields such as education, marketing, psychology, medicine, among
others. However, commercial devices are costly, spanning from a few hundred to several thou-
sand dollars. Therefore, an inexpensive-monocular-remote (IMR) eye tracker is developed for ed-
ucation and research, which implements the Pupil-Center-Corneal-Reflection technique. The IMR
device consists of a low-cost camera with a near-IR pass filter that captures subject's eye images,
a moderate-cost computer that processes these images, as well as two near-IR light sources that
create glints and illuminate the eye. The pupil detection algorithm is developed by combining the
advantages of two recent algorithms, named BORE and PDIF, and gaze points are estimated from
pupil-glints vectors via a fourth-order polynomial. An experimental evaluation is conducted con-
currently on the research eye tracker IMR at the operating frequency of 30 Hz and the commercial-
high-end-head-free device VT3 Mini at 60 Hz, in a challenge condition: subjects sit down near a
window, and some of them wear glasses. Also, their heads are placed on a fixed chin rest, and the
data is acquired when both devices successfully estimate gaze points. The experimental results in
11 sample data, obtained from 7 subjects, show that the overall ratio of the number of filtered/raw
samples and raw/idea samples are 88.92% and 98.63% in order. Whereas the overall precision of
the IMR eye tracker is nearly equal to that of the VT3 Mini device (0.57 degrees and 0.54 degrees,
respectively), the overall accuracy of the proposed eye tracker is better than that of the commer-
cial device (1.04 degrees and 1.34 degrees, respectively). Regarding eye safety, the radiant power
and the burn-hazard-weighted radiance of the proposed device are much smaller than their limi-
tations, according to IEC 62471. With these results, the IMR eye tracker is appropriate for education
and needs to be improved in terms of data validation to satisfy the research purpose.

Key words: Eye tracker, gaze estimation, low cost, Pupil Center-Corneal Reflection technique,

pupil center detection

INTRODUCTION

Inexpensive-commercial eye trackers such as the To-
bii 4C, the Tobii Eye Tracker 5, the Eye Tribe Tracker,
and the Pupil Labs are commonly used in many fields
of research 2. However, some of these devices suffer
from a moderate accuracy of nearly 2 degrees and a
significant lack of frame rates'. In addition, the re-
ported accuracy could be calculated from the opti-
mized data of the calibration process and could be the
standard deviation rather than the average value *.

Currently, there are two gaze estimation meth-
ods, named Feature-based and Appearance-based®.
Whereas the former uses extracted eye features, the
latter treats whole eye images as its inputs. The
Feature-based consists of three approaches: 3D-
model-based, Cross-ratio-based, and Regression-
based?. The 3D-model-based models the visual axis
and the object, and the gaze point is their intersec-
tion. The Cross-ratio-based is based on the geome-
try property under perspective. In the Regression-

based, eye features are mapped on gaze points via a re-
gression function 45 In®, this function is built based
on compensating second-order effects rather than
mathematically fitting. The Feature-based method
commonly uses the Pupil Center-Corneal Reflection
(PCCR) technique, where glints are used as reference
points, and the eye movement is represented by the
pupil-glints vector.

Two pupil detection algorithms, named BORE and
PDIE are developed for remote eye trackers and var-
ious light conditions, respectively ”. The PDIF algo-
rithm implements morphology operations, which are
ellipse kernels in different sizes, to remove corneal re-
flections and noises, maintain pupil’s shape and po-
sition, and increase its diameter’. One of the limita-
tions of this algorithm is that the pupil center is deter-
mined manually’. The BORE algorithm is based on
the oriented edge optimization equation®. Because
this algorithm is based on gradient values, glints in-
side the pupil area affect the estimation of the pupil
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center.

Because a glint is much smaller than a pupil, or free
head movements are required, high resolution cam-
eras are typically used for commercial-remote eye
trackers, despite their high cost. For example, the
free head device VT3 Mini has an image resolution
of 2048x1080. High resolution eye images can be cap-
tured by a zoom lens and a low-resolution camera in a
narrow field of view (like the ISCAN device). This so-
lution is effective in designing a low cost-monocular
eye tracker and lowering computational costs in im-
age processing (see Pupil-glints dection section). In
addition, the VT3 Mini uses a built-in FPGA to en-
sure its performance whereas low-cost devices such as
the Tobii 4C, the Tobii Eye Tracker 5, the Eye Tribe
Tracker, and the Pupil Labs utilize user’s computers.
This device costs more than 3500 USD in 2019 and
operates at the default frequency of 60 Hz.

This study addresses the design of an inexpensive-
remote-monocular (IMR) eye tracker, including
hardware and software, with the target accuracy of 1
degree at 30 frames per second. Regarding the hard-
ware, a low-cost VGA image sensor and a zoom lens
are used to capture high resolution eye images, as
well as a moderate-cost computer is utilized to process
these images. In terms of software, free-cost libraries
and software are implemented to obtain and process
eye images, as well as design the user interface. To op-
erate the IMR system in real-world conditions, a novel
pupil detection algorithm is developed by combining
the advantages of the BORE and the PDIF algorithm.
The next section describes the IMR system and meth-
ods, consisting of pupil-glint detection, gaze estima-
tion, and evaluation. Results section shows evaluation
results, including the validation of raw and filtered
data, as well as the accuracies and precision of both
devices. These results are discussed in Discussion sec-
tion. Finally, conclusions are provided in Conclusion
section.

MATERIALS-METHODS
Descriptions of the IMR system

Gaze points are estimated by the Regression-based
method and the PCCR technique. Firstly, eye im-
ages are captured with a camera. Secondly, for each
eye image, the centers of pupil and corneal reflections
are determined. Thirdly, a calibration matrix is calcu-
lated from pupil-glints vectors and stimulus points in
the calibration process. This process is skipped if the
matrix is estimated successfully. Finally, gaze points
are estimated from these vectors, using the calibration
matrix.

1080

Hardware

The system consists of an eye tracker that illuminates
the eye and captures eye images, a 19-inch monitor
(E19138f, the pixel pitch equals 0.294 mm) that rep-
resents visual displays, and a chin rest that fixates the
subject’s head (Figure 1). The software runs on an In-
tel i5-4200U-1.6 GHz-4.0 GB RAM computer.

Figure 1: The VT3 Mini eye tracker and the IMR sys-
tem.

a. The IMR eye tracker

The eye tracker includes a PS3 camera with a near-IR
pass filter that captures subject’s eye images, and two
near-IR light sources that create glints and illuminate
the eye (Figure 2).

Figure 2: The IMR eye tracker.

The PS3’s image sensor Omnivision OV7720 is a low-
cost image sensor with a maximum operating fre-
quency of 60 fps at VGA resolution and 187 fps at
QVGA resolution, making it suitable for tracking fast
eye movements such as saccades (10 saccade takes 50
milliseconds). An 850 nm IR pass filter is utilized to
eliminate visible light sources, which could cause un-
expected glints, and an IR pass zoom lens with 25 mm
of focal length that zooms the eye region.

2 near-IR light sources, each with 8 TSHG6410 LEDs
at 850 nm wavelength are arranged in a circular shape
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because the circle has the largest area compared to
other figures, which have the same perimeter (the
same number of LEDs). This solution is effective in
creating large glints whose centers are the inputs of
the gaze estimation algorithm (see Gaze estimation
section). LEDs are supplied by a current source using
LM317 as a current limiter at the current of 20 mA.
Strobing lights, controlled by the switching MOSFET
IRLMLO030TRPbF and the Arduino via the Vsync
signal, eliminate rolling shutter effects”. The emis-
sion power and the burn-hazard weighted-radiance
are calculated and compared with standard limita-
tion’s IEC 62471.

The array of 16 LEDs TSHG6410 operates in the pulse
mode, the duty cycle D = 0.5, the pulse time t,,5. =
0.017s, at the forward current Ir = 20mA, the mini-
mum distance to user is 60 cm, the virtual source di-
ameter Dy gp = 2.1 mm the wavelength A = 850 nm,
and the exposure time is greater than 1000s. From the
datasheet, the radiant power @, = 55 mW, the ra-
diant intensity Iy gp = 90 mW/sr, and I; gp (T = 250C,
IF =20mA) = 16 x 20 mW = 0.32 W/sr.

The cornea hazard:

2
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The emission limit for the burn hazard weighted radi-
ance ELg and the emission limit for the burn-hazard-
weighted radiance for low visible stimulus EL;g:
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The burn-hazard-weighted radiance Lg and the burn-
hazard-weighted radiance L;g for low visible stimu-
lus:
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Because both the Lg and the L;z are much smaller
than their limitations (ELg and ELjg, respectively),
the proposed system is appropriate for all users. In ad-
dition, if the total reflection occurs on the corneal sur-
face, the retinal hazard is eliminated, as well as glints
with high pixel values, which are useful for detection,
are obtained (see Pupil-glints detection section).

b. The chin rest

The gaze estimation method (see Gaze estimation sec-
tion) requires a chin rest to fixate the subject’s head. In
addition, it is used to evaluate the eye tracker’s accu-
racy and precision (see Evaluation method section).
A 30x30x70 cm chin rest, made of the aluminum and
the PLA plastic, can be adjusted in vertical and hori-
zontal dimensions. Edges are rubbed or designed in
curved shapes for safety purposes.

Software

The software consists of four windows, corresponding
to four stages: image acquisition, calibration, gaze es-
timation, evaluation. The software is written in C++,
using Visual Studio Community 2017. Additional li-
braries and software are listed in Table 1.

Figure 3 shows the user interface of the image ac-
quisition process, consisting of five subregions: the
scaled image of the IMR device, the estimated pupil
center (the plus marker), and the estimated glint cen-
ters (cross makers) (1); the scaled image of the VT3
Mini device, the marked pupil (the plus marker) and
glint centers (cross makers) (2); the user interface of
camera parameters and the image processing (3); the
pupil region of interest when morphology operations
are implemented (4); and the glint region of interest
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Table 1: Additional libraries and their functions.

Libraries and software’s name

Libusb
ofxPS3EyeGrabber

OpenCV
The compiled library of the BORE algorithm

QuickLink API
openFrameworks

Octave

Function

To communicate with the IMR eye tracker.

To process images of the IMR device.

To communicate with the VT3 Mini eye tracker.
To create the user interface.

To analyze raw data.

Settings

Exposure

Bair

Pupil Diatio
Plril Erosion
Half Glint l):ndc

Figure 3: The image acquisition window.

when the binary threshold is applied (5). The pupil-
glints detection algorithm is illustrated in Pupil-glints
detection section.

The stimulus points of the calibration and the eval-
uation process are described in Gaze estimation and
Evaluation method section, respectively. In the cal-
ibration, if the IMR calibration matrix is estimated
successfully from pupil-glint vectors and stimulus
points, these vectors are applied again to the matrix
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to estimate gaze points, which are displayed on the
monitor. In the gaze estimation stage, estimated gaze
points of both eye trackers are displayed on the mon-
itor in real time. Static or dynamic stimuli can be
added because the user interface is transparent (as
Figure 1 and Figure 3). In the evaluation stage, eval-
uation points are displayed at the end of this process
(Figure 1).
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Methods
Pupil-glints detection

There are two approaches whose validation depends
on the success of the pupil detection in the previ-
ous frame. In Figure 4, the blue, red, and black ar-
rows present the flow paths of approach 1, approach
2, and both, respectively. Because Haar Cascade Clas-
sifiers are costly, approach 1 is only used in the case
of an unknown pupil center in the previous frame.
In addition, default Cascade Classifiers for eye detec-
tion, which are available on OpenCV, sometimes de-
tect unexpected regions such as eyebrows or nostrils.
Therefore, eye regions are double-checked, which are
based on the fact that glints only form on opening
eyes.

In both approaches, two glints are detected in the re-
gion of 48x48 pixels. This solution is effective in low-
ering the computational cost and eliminating glints
created by unexpected light sources (they usually ap-
pear in subjects wearing glasses as shown in Figure 3).
Whereas the pupil region of interest is only 48x48 pix-
els in approach 2, that in approach 1 is much larger
because it equals the eye region. To lower the cost of
the pupil detection, Benedikt Hosp et al. use three
light sources arranged in a specific order as mark-
ers to set the pupil region of interest!. Alternatively,
Swirski et al. designs a customized Haar-like feature
to detect the pupil in the eye region'?. To meet the
compatibility with VT3’ light sources (see Evaluation
method section) and the low-cost achievement, the
IMR system uses two light sources (see Pupil-glints
detection section). Regarding lowering the cost of the
BORE’s gradient calculation, the proposed algorithm
uses morphology operations to remove glints and to
smooth the pupil region. In addition, these opera-
tions also reduce the size of the pupil when large glint
regions are captured by the zoom lens.

Gaze estimation

a. Transfer function

In this study, the Regression-based gaze estimation is
used via the PCCR technique. The mapping between
gaze point G(g,, gy) and the pupil center-glints vector
V(x,y) is presented by a fourth-order polynomial °:

8x = ap+arx+ary +azxy +asx’
+a5y2 + aﬁxzy + a7xy2 + agx2y2

; (12)
8y =Dbo+b1x+boy+bzxy+byx
+bsy? + bex?y + byxy? 4 bgx*y?
With ap, d4dp, az, asz, a4, ds, de, d4j, dag,

b(), b], bz, b3, b4, b57 b67 b7, bg are calibra-
tion parameters, calculated in the calibration process.

(12) has 18 unknowns, so 9 known gaze points and
9 pupil center-glints vectors are needed to solve
this problem. The third and fourth terms are added
for high-order compensation at corners whereas
remaining terms are used for uniaxial, crosstalk, and
corner corrections.

The calibration process is set as Figure 1. Subjects
are asked to fixate their heads on the chin rest and
focus on 9 calibration points displayed sequentially.
To attract the subject’s attention and allow them to
have time for preparation, some animations are im-
plemented. Firstly, a gray circle with a decreasing di-
ameter is displayed in 0.7 seconds. Subjects can deter-
mine this animation when they focus on other points
because the edge of the retina is sensitive to the direc-
tion of movements . Secondly, a green circle, whose
center has a small white circle, is displayed in 0.3 sec-
onds. It allows subjects to prepare and be familiar
with the position of the calibration point. Thirdly, a
calibration point, which is a red circle with a small
white circle at the center, is shown in 1.5 seconds. Fi-
nally, a green circle, whose center has a small white
circle, is displayed in 2.0 seconds for relaxing.

For each calibration point, approximately 45 eye im-
ages (in 1.5 seconds) are captured, and the centers of
pupils and glints are estimated (see Pupil-glints detec-
tion section). Next, the mean pupil center L is cal-
culated. Similarly, the mean of the centers of the left
glints (M) and the right glints (N) are computed. The
mean glint center O is the mean value between M and
N. Then, the pupil-glint vector is calculated from L
and O. Finally, 9 pupil-glint vectors and their corre-
sponding calibration points are used to estimate cali-
bration parameters. The calibration procedure is con-
ducted only once for each subject.

b. Spatial denoising

Estimated gaze points, which are outside the oper-
ating window [0, 0, 1200, 1024], are considered as

noises and eliminated !2.

Evaluation method

Estimated gaze points of the IMR eye tracker are
compared to those obtained simultaneously by a
commercial-high-end device VT3 Mini. Whereas the
IMR eye tracker estimates gaze points from the sub-
ject’s right eye, the VT3 Mini device estimates those
from both eye images. Measurements are conducted
on 7 subjects with 11 samples, and 4 of them have
no sight corrections. Because both eye trackers uti-
lize two 850nm light sources to create glints, and the
performance of the reference device has to be main-
tained, only light sources of the VT3 Mini are valid.
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STAGE APPROACH 1 APPROACH 2
[ Set UseHaar to true ]
— Copy two regions of interest of
4ExdE pocels basing on pupil
EYE UseHaar == frue canter in the pravious frame
BETEETEN (one for giints and other for
Yes pupil}
Define the region of interest
basing on Haar-like feature l
Find the maximum value max . |
*
GLINTS i i i 4 _
CETE | Corvert 1o binary image with a theshold of max,, — 40 |
Eve
REGIOH
RECHECK
..——[ Sat UseHaar (o tue
i Yes
GLINTS Remove glins using morphological opening
REMOVAL with a MxM efliptical kemel (0 < N < §
1 ]
Adjust pupil size using morphological diating
with a KxK elliptical kemel (0 < K < 5)
PUPIL 1 )
DETECTION
Detect pupil center using BORE algonthm
Retum the validation of pupil detection

Save pupll coordinate

of interest of 4848 pixels

caplured image

Base on pupil center, copy the regicn

from

!

Sel UseHaar 1o false

Figure 4: The flowchart of the proposed pupil-glints detection algorithm. The red, blue and black arrows present
the flow paths of approach 1, approach 2, and both, respectively.

Because the VT3 Mini uses a built-in FPGA to do the
whole process, a single thread for capturing and pro-
cessing is used to simplify the programming. To en-
sure eye images are captured by both devices simul-
taneously, their capturing functions are called nearly.
The two other threads for visual displays and waiting
for GUT’s changes are supported by openFrameworks.
Because the VT3 Mini’s producer claims it can oper-
ate outdoors and near windows, the performances of
both eye trackers are tested in case they are put near a
window (Figure 1).

The evaluation process is set as Figure 1. Firstly, sub-
jects are asked to fix their heads on the chin rest and
put their eyes at point P (0, %H ,600) (the origin is the
screen center, H is the vertical dimension of the mon-
itor, unit in mm) as the producer’s recommendation.
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The lens of the IMR device is adjusted to have high
resolution images at the point P. The gain, the expo-
sure and the kernel size of erosion operation, and the
kernel size of dilation operation of the proposed de-
vice are 136, 3, 5 and 1, respectively.

Second, the calibration process of both devices is per-
formed simultaneously. The position, time and the
automatic recalibration for each point are decided by
the VT3 Mini device. Animations, displayed for each
point, are illustrated in Transfer function section.
Third, if the calibration matrix is estimated success-
fully, the evaluation process is validated. In this
process, 9 evaluation points (1160,984), (600,984),
(40,984), (40,512), (600,512), (1160,512), (1160,40),
(600,40), and (40,40) are displayed in order. Anima-
tions, displayed for each point, are illustrated in Soft-
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ware section. The raw data is obtained in case gaze
points are estimated successfully by both devices. To
be consistent with this condition, filtered points of
both devices are collected in which the corresponding
raw points are not outside the operating window.
Finally, the sample data is analyzed on GNU Octave,
including the precision-accuracy calculation and the
validation of filtered-raw data.

a. Precision and accuracy

The accuracy A and precision P of each eye tracker,
corresponding to each subject, are calculated by (13)
and (14), and then converted to visual angle V by
(15):

1

A= (13)

Ne)

Y 23 -l

=1" =

P= (14)
2 2

5 Li-i \/ L2 (P = axi) + (prag =)’

The ith evaluation point (s;) consists of sample points;

Pij(Px,i,j>Py,i,j) is the jth sample point of s;; a, ; is the

mean of abscissas of sample points; and ay; is the
12,13

mean of ordinates of sample points

0.294K
2 x 600

V = 2arctan ( (15)
Where K is the accuracy (A) or precision (P) of each
eye tracker of each subject, resulting in the visual an-
gle Ay and Py, respectively 2.

b. The validation of filtered and raw data

The ratio of the number of filtered-raw data and the
raw-ideal data are calculated.

RESULTS

This section shows the experimental results of the
evaluation process, designed in Evaluation section.
Table 2 shows the accuracies and precision of the
IMR and the VT3 Mini, corresponding to each sub-
ject whereas Table 3 indicates the overall accuracy and
precision of each device.

DISCUSSION

This section illustrates the experimental analysis of
the evaluation process.

Precision and accuracy

Except for N.C.D.test1 and N.C.D.test2, the precision
of the commercial eye tracker VT3 Mini eye tracker
is better than the proposed device IMR for each sub-
ject, and subjects having no sight corrections have bet-
ter precision than those wearing glasses for each eye
tracker. The overall precision of the IMR eye tracker
is 0.57 degrees, which nearly equals that of the VT3

Mini device (their ratio is 1.06). This result proves that
both devices might have the same ability to reproduce
reliably the same their own estimated gaze points.

In contrast, except for H.T.T.D, the accuracy of the
IMR is better than those of the VI3 Mini device for
each subject. It is also noticed that high deviations
between VT3 Mini’s gaze points and stimulus points,
which appear at the beginning of evaluation dura-
tion for each one in nine evaluation points, affect the
overall accuracy of this device (as shown in Figure 6
and Figure 7, Appendix section). This phenomenon
might be due to the VT3’s default smoothing method
(Weighted Previous Frame). Regarding the subjects’
accuracies of each eye tracker, these values of subjects,
having no sight corrections, are better than those of
people wearing glasses, expecting for N.C.D.test2 (es-
timated by the VT3) and N.C.D.testl. According to
Table 3, the overall accuracy of the IMR eye tracker is
1.04 degrees which is better than that of the VT3 Mini
device (their ratio is 0.78) and is just over the target
value (1 degree).

Because the accuracies and precision, evaluated from
N.C.D.testl, N.C.D.test2 and H.T.T.D, have striking
differences from their groups, their deviations be-
tween gaze points and stimulus points over time D are
analyzed (consisting of wearing-glass groups, non-
wearing-glass groups, IMR’s precision groups, VT3’s
precision groups, IMR’s accuracy groups, and VT3’s
accuracy groups). In Figure 6 and Figure 7, some sam-
ple points of these subjects whose D values are greater
than 250 pixels (73.5 mm) for N.C.D.test2 and 500
pixels (147 mm) for N.C.D.testl and H.T.T.D. These
results could be affected by the subject’s lack of con-
centration because both eye trackers exhibit high D
values at these sample points. However, they might
also be affected by the system’s lack of stability (hard-
ware or software, or both) because both devices ex-
hibit high precision values.

The validation of filtered and raw data

Regarding the validation of the raw data, the ratios
between filtered and recorded samples are shown in
Table 4 (see Appendix section), 7 filter samples are
lower than 22.5 (half of the ideal sample) at least one
in nine evaluation points. It is also noticed that most
of these points have the number of raw data of 45, re-
sulting in a high overall ratio between filtered and raw
samples (RIR, 98.63%). It is noted that the fifth eval-
uation point, where subjects’ faces are opposite the
monitor, has the maximum ratio between filtered and
raw samples (FRR) and RIR. Because raw data is ob-
tained in case both devices successfully estimate gaze
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Table 2: The accuracy-precision of each device corresponding to each subject

Subject P of IMR P of VT3 A of IMR Aof VT3 Glass
TT.T 13.75 13.17 3572 38.42 No
D.T.P.testl 16.18 14.58 26.66 37.59 No
D.T.Ptest2 15.37 9.39 29.92 36.31 No
D.T.P.test3 12.65 12.44 22.98 36.33 No
D.T.P.test4 12.18 7.55 23.52 35.04 No
N.C.B 14.29 13.67 31.81 34.49 No
N.C.D.test1 40.62 48.55 66.54 108.47 No
N.C.D.test2 17.83 24.98 29.38 52.71 No
H.T.TD 36.97 28.24 54.95 45.04 Yes
LQTN 26.05 23.94 50.58 62.15 Yes
V.QK 16.81 16.08 37.29 40.45 Yes

Bold numbers indicate that they have striking differences from their groups.

Table 3: The best-mean-worst accuracy and precision of each device correspoding to each subject

Metric Best Mean Worst

IMR PV 0.34 0.57 1.14
AV 0.65 1.04 1.87

VT3 Mini PV 0.21 0.54 1.36
AV 0.97 1.34 3.04

points (see Evaluation method section), we cannot de-
termine which device significantly loses data. How-
ever, the overall FRR (88.92%) is much lower than that
of RIR, which significantly is affected by L.Q.T.N. Be-
cause filtered points of both devices are collected in
which the corresponding raw points are not outside
the operating window (see Evaluation method sec-
tion), we cannot determine which device significantly
loses data.

Regarding N.C.D.testl, N.C.D.test2 and H.T.T.D,
their FRR and RIR do not have striking differences
from their groups. Combining with results from Pre-
cision and accuracy section, the accuracy and preci-
sion values are affected significantly by the subject’s
lack of attention.

CONCLUSION

The experimental evaluation in a challenge condition
shows that the proposed IMR eye tracker meets tech-
nical criteria involving the cost, the eye safety, the
sampling frequency, the precision, the accuracy and
the validation of raw data. However, it exhibits a fail-

ure in the validation of filtered data of certain point(s)

1086

for each subject. The IMR device probably is appro-
priate for the education purpose and needs to be im-
proved to adapt to the research purpose.
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Table 4: The number of filtered and raw samples and their ratios corresponding to each subject. Bold-italic
numbers indicate that their values are smaller than 22.5 (the half of the number of the ideal sample). FRR is the
ratio between filtered-raw data, and RIR is the ratio of raw-ideal data.

TT.T

D.T.P.testl

D.T.Ptest2

D.T.P.test3

D.T.Ptest4

N.C.B

N.C.D.test1

N.C.D.test2

H.TTD

LQTN

V.QK

All

Filtered data
Raw data
FRR

RIR

Filtered data
Raw data
FRR

RIR

Filtered data
Raw data
FRR

RIR

Filtered data
Raw data
FRR

RIR

Filtered data
Raw data
FRR

RIR

Filtered data
Raw data
FRR

RIR

Filtered data
Raw data
FRR

RIR

Filtered data
Raw data
FRR

RIR

Filtered data
Raw data
FRR

RIR

Filtered data
Raw data
FRR

RIR

Filtered data
Raw data
FRR

RIR

FRR

RIR

1

39

44
88.64
97.78
30

30
100
66.67
25

45
55.56
100
44

44
100
97.78
30

45
66.67
100
32

45
71.11
100

34
20.59
75.56
16
44
36.36
97.78
37
39
94.87
86.67

45
6.67
100
10
45
22.22
100

2
45
45
100
100
45
45
100
100
45
45
100
100
45
45
100
100
44
44
100
97.78
19
45
42.22
100
45
45
100
100
45
45
100
100
45
45
100
100
44
45
97.78
100
45
45
100
100

3

40

45
88.89
100
43

45
95.56
100
44

45
97.78
100
44

45
97.78
100
45

45
100
100
40

45
88.89
100
43

45
95.56
100
44

45
97.78
100
40

45
88.89
100

45
6.67
100
36
45
80
100

4
45
45
100
100
45
45
100
100
44
45
97.78
100
45
45
100
100
45
45
100
100
44
45
97.78
100
45
45
100
100
45
45
100
100
45
45
100
100
13
45
28.89
100
45
45
100
100

5
45
45
100
100
45
45
100
100
45
45
100
100
45
45
100
100
45
45
100
100
45
45
100
100
45
45
100
100
45
45
100
100
45
45
100
100
45
45
100
100
45
45
100
100

45
45
100
100
39
40
97.5
88.89
39
45
86.67
100
45
45
100
100
45
45
100
100
45
45
100
100
45
45
100
100
44
44
100
97.78
45
45
100
100
37
45
82.22
100
45
45
100
100

45

45
100
100
42

44
95.45
97.78
44

45
97.78
100
45

45
100
100
40

45
88.89
100
42

42
100
93.33
44

45
97.78
100
44

45
97.78
100

45
6.67
100
42
45
93.33
100
45
45
100
100

45

45
100
100
39

39
100
86.67
45

45
100
100
44

45
97.78
100
16
43
37.2
95.56
42

45
93.33
100
26

42
61.9
93.33
37

45
82.22
100
45

45
100
100
45

45
100
100
45

45
100
100

9

45

45
100
100
43

43
100
95.56
44
44
100
97.78
45

45
100
100
45

45
100
100
41

45
91.11
100
44

45
97.78
100
44

45
97.78
100
39

45
86.67
100
22
45
48.89
100
44

44
100
97.78

Average

97.5
99.75

98.72
92.84

92.84
99.75

99.5
99.75

88.04
99.26

87.16
99.26

85.96
96.54

90.21
99.51

86.34
98.52

62.72
100

89.14
99.75
88.92
98.63
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Figure 5: Gaze points of 11 samples are estimated by two eye trackers. Whereas black pluses represent stimulus
points, red and blue dots show filtered gaze points of the IMR and VT3 Mini device in the evaluation process,

respectively.

1089



Science & Technology Development Journal - Engineering and Technology, 4(3):1079-1092

LT
00
_= i
g |
LLLh b
L
0
133
ke o Lo _-Js_,. 110 15 12
LR
0
w0

E rL‘h;r,nL

Dharviition { pl)

& 125 L L) 140 L] L
Tiema 8}

LE==Rt]
00

; LLL,rf‘L

]
=
g
530
Lo
L - " 0 1] W0 1085 110
Tiema s}
LOTHN
"y
5 |
i :
5 |
= |
i I
5 I
&
0
L3 Le s 1) 15 110
Tomat s,

Dharvintion { poal)

Diarvisntion { p)

Dhrantion i pasmasl)

Durviation | peed}

0T 1ontt
20

. h*hhquﬂk

0 "
LT 0 2] He o E

==k
55
C’Linﬂrmik
..'xlﬁl =] |iJ_.ml_,|Ir5 e
- u.tﬂn.nlt

(e

.

crL L?TF"M
.Iwﬁ -‘.\'l ] z W” L2 Lo

5 h h
ey

A0 |

le‘h L] L '.-—‘:;;;,, 1% fe

el

L]

0T w2
50
-
FN |
BETLNTT
i i
40
-'gcx L3 0 2 -31-_. w0 106 119
LI
50
L

-]

Dheviariion { pes(]

HLL'rrq~‘

e
<
o k] b e W kil 15 120
Tima (3)
HITE
[oee
&
|
=
E a0

Figure 6: Horizontal deviations between gaze and stimulus points of 11 samples over time, using two eye trackers.
Red and blue lines represent the deviations of the IMR and VT3 Mini device, respectively.
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Open Access Full Text Article Bai nghlén cliu

Thiét ké thiét bi theo ddéi mat tir xa gia thanh thap, sir dung ky
thuat Tam Péng Ti-Anh Phan Xa Giac Mac

D6 Tuong Phl, Huynh Quang Linh, Lé Cao Pang, Tran Trung Tin"

TOM TAT

Thiét bj theo déi mat dugc st dung trong nhiéu linh vuc nhu gido duc, tiép thj, tam ly, y hoc, van
van. Tuy nhién, cac thiét bi thuong mai kha dat, trong khodng tu vai tram dén vai nghin USD. Do
dé, mot thiét bi theo mat tir xa-gia thanh thap-si dung cho moét mét dugc phét trién cho muc dich
gido duc va nghién cttu, st dung ki thuat Tam Béng Ta-Anh Phan Xa Gidc Mac (IMR). Thiét bi IMR
gém moét camera gia thanh thdp nham thu nhan anh mat, mét may tinh thong thudng nham xu
ly céc anh nay, va hai nguén sang hong ngoai gan nham tao céc diém phan xa gidc mac va chiéu
sang ving mat. Mot thuat toan udc lugng tam dong ti dugc phét trién bang viéc két hop nhing
uu diém cla hai thuat gan day, BORE va PIDF, va diém nhin cta déi tugng do dugc udc lugng tur
cac vector tam déng td-anh phan xa giac mac théng qua mot da thiic bac bon. Viec danh gid thuc
nghiém dugc tién hanh déng thai trén thiét bi IMR tai tan sé hoat déng 30 Hz va thiét bi thuong
mai-gia thanh cao-cho phép chuyén déng dau tu do VT3 Mini tai tdn s& 60 Hz, trong diéu kién
khong [f tudng: cac déi tugng do ngdi gan mot clra s6, va mot trong s6 ho ¢ mang kinh. Dong
thoi, dau ctia ho dugc dat c6 dinh trén mot hé thdng tua cam da dugc ¢d dinh vi tri, va dir liéu
dugc thu thap khi thiét bi IMR va VT3 Mini lan luot uéc lugng thanh cong tam dong td-anh phan
Xa gidc mac va toa do diém nhin tuong Ung. K&t qua thuc nghiém tir 11 dir liéu ctia 7 d6i tugng
do cho thdy ty lé trung binh s6 mau clia clia dir liéu sau va trudc khiloc ciing nhu ty 1é trén déi voi
s6 lugng dir liéu trudc khiloc va s6 lugng d liéu ly tudng lan luct la 88,92% va 98,63%. Bong thai,
gid tri precision trung binh cta thiét bi IMR gan nhu tuong duong vdi thiét bi VT3 Mini (Ian lugt la
0,57 d6 va 0,54 do) trong khi accuracy trung binh cta thiét bi dé xuat tot hon thiét bi thuong mai
(lan luot la 1,04 d6 va 1,34 d6). Vé khia canh an toan mat, céng suat buic xa va dé buic xa theo trong
s6 t6n thuong do béng (burn hazard weighted radiance) nhd hon nhiéu so véi cac gia tri gisi han
tuong Ung, theo tiéu chudn IEC 62471. T nhiing két qua trén, thiét bi dugc dé xudt IMR phu hop
v3i muc tiéu dao tao va can dugc cai tién vé khia canh ty 16 mau dugc udc lugng thanh cong nham
dat muc tiéu nghién ciu.

Tur khoa: Thiét bi theo ddi mét, udc luong diém nhin, gia thanh thap, ky thuat Tam Bong Td-Anh
Phan Xa Giac Mac, phat hién tam déng tl
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