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ABSTRACT
Digital transformation in education requires intelligent systems for extracting, standardizing, and
analyzing large volumes of legal documents in various formats. The structure of Vietnamese le-
gal documents in education is complex, with different components, including national emblems,
issuing agencies, symbols, dates of issuance, clauses, appendices, and sometimes signatures or
handwritten notes. Besides, the difference has also come from their styles, such as constitutions,
laws, decrees, circulars, decisions, etc. In addition, the decree also specifically regulates the docu-
ment format (font, font size, margin, line spacing), arrangement of components, and rules for pre-
senting appendices or attached documents. Therefore, processing these documents poses many
challenges in information retrieval and legal datamanagement. Natural language processing (NLP)
plays a crucial role in such text and document processing. In this paper, we propose a novel ap-
proach integratingNLP, Optical Character Recognition (OCR), and image processing to process Viet-
namese legal documents in the education section. This foundation serves a future optimal infor-
mation retrieval system using Large Language Models (LLMs) and Generative Artificial Intelligence
(GenAI). Our method includes the following steps: (1) collecting the legal document database in
PDF format from the website of legal documents of the Ministry of Education and Training (MOET);
(2) removing noise, segmenting different components, and converting into plain text via OCR and
image processing techniques. (3) structuring the extracted text into XML format for our future sys-
tem. Compared to the existing application, our system achieves an expected accuracy of over 99%
with printed documents, including the ability to recognize handwritten text. This study is a step
toward developing a technical solution for a data platform that enables the intelligent application
of LLM and GenAI in an optimized database search engine for informed decision-making based on
legal documents.
Key words: Artificial Intelligence, Legal Documents, Document Recognition, Natural Language
Processing, Data Mining, Optical Character Recognition.

INTRODUCTION
The rapid development of information technology
(IT) and artificial intelligence (AI) has created the
premise for more effective digitization and exploita-
tion of legal document data, especially in the context
of strong digital transformation in the education sec-
tor. In Vietnam, the MOET issues a large number of
legal documents yearly, such as circulars, decisions,
instructions, etc., to regulate and manage educational
activities nationwide. Due to their legal nature, they
are typically formatted as non-editable PDF files or
scanned versions. This format poses challenges for
search engines, limiting not only accessing content
but also the contextual linkages between documents..
Tools like Google or DeepSeek (deepseek.ai) are well-
known, popular tools for searching information but
the obtained results are not really extended connect-
ing to the related information in the same context.
They aremore andmore developedwithAI support to

adapt and provide full information that is more closer
to the exact information of users.
In this research, our work builds upon and extends
the OCR method developed by Nguyen et al.1 for
processing administrative documents, which utilizes
a system combining Tesseract OCR with image pro-
cessing techniques (OpenCV) to recognize printed
documents. However, instead of just stopping at
character extraction, the current study continues to
process output documents according to legal struc-
ture, including recognizing document clauses, deter-
mining document types (circulars, decrees, decisions,
etc.), and exporting to a standardized XML format.
Besides, to continue our research project (Optimal
Information Retrieval System from Education Docu-
ment Database Based on Large Language Models and
Content Generating Artificial Intelligence), a part of
our contribution is proposed and successfully pub-
lished in the research,2where the autoencoders (Topic
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VAE) and Sentence-BERT (SBERT) are used as a to-
kenizer through specialized Vietnamese text prepro-
cessing and a weighted integration mechanism that
balances probabilistic modeling with contextual se-
mantics. Unlike previous studies that only focus on
character recognition, the model proposed in this pa-
per focuses on the ability to integrate legal language
into AI systems, thereby supporting the construction
of a training database for deep learning models spe-
cialized for Vietnamese in the fields of education laws.
In detail, we study and propose a comprehensive pro-
cessing procedure to transform educational legal doc-
uments from PDF format to XML structured data
based on OCR and Image processing to serve for fu-
ture intelligent application of NLP. The method con-
sists of three main steps: (1) First step is collecting the
legal documents in PDF format by proposing an al-
gorithm to search, crawl and download automatically
legal documents from the website of MOET. (2) The
next step is to process and convert files from PDF for-
mat (or scanned image files) to text using OCR and
image processing techniques. This step is removing
noise data and filtering the necessary information in
the content of legal documents based on image pro-
cessing techniques. Then, the content is automatically
classified into the different components of a template
form, following the structured format of the Vietnam
Government. (3) The final step involves normalizing
the text into a plain text format and converting it into
a structured XML format, accurately reflecting legal
components such as document type, issuing agency,
clauses, items, and other relevant details. The XML
data is then used to train specialized language mod-
els in the legal field, contributing to the construction
of intelligent search systems, document classification,
and policy decision support.
The remainder of this article is structured as follows:
the next section is Related work, where we review the
state-of-the-art (SOTA) methods with the same con-
text. Section 3 is detailly of our proposedmethod. We
present our implementation and the obtained results
in Section 4. After that, the discussion, comparison,
and evaluation of our proposed method are presented
in section 5. The last section is the Conclusion and fu-
ture work.

RELATEDWORK
This section presents SOTA methods for NLP in gen-
eral and specially for Vietnamese language based on
OCR, Image processing and Machine learning tech-
niques. NLP is increasingly proven to be an impor-
tant research field and is widely applied in various

fields of practice. Several applications, such as Chat-
bots, Voicebots, Google Translate, Text-to-speech,
and Speech-to-text, are rapidly being developed. They
are not only supportive in daily life but also in par-
ticular fields such as law, medicine, tourism, and ad-
ministrative management. The process of digitizing
administrative and legal documents is an important
step in the digital transformation roadmap of orga-
nizations and government agencies. In particular,
converting documents from image or PDF format to
structured digital text plays a fundamental role in ex-
ploiting, storing, and analyzing data using natural lan-
guage processing (NLP) tools or deep learning mod-
els.3,4 The following researches provide us with an
overview of digital document processing in practice.

OCR and Image Processing
The research of Johan et al.5,6 built a system for dig-
itizing and evaluating student graduation projects at
higher education institutions. The authors proposed
a model using Tesseract OCR technique combined
with cloud storage, in which academic documents are
scanned and converted into searchable digital text and
stored online. The system allows lecturers and grad-
ing boards to access and evaluate projects quickly. Al-
though the scope of the research is academic and ap-
plied in an internal educational environment, the ex-
perimental results show that the system is capable of
recognizing printed characters with stable accuracy.
However, the model does not deeply handle issues re-
lated to legal structure, text segmentation or informa-
tion extraction according to specialized data fields.
In another study, Pate et al.7 conducted an exper-
imental evaluation of the performance of Tesseract
OCR, one of the most popular open–source tools for
character recognition. The study demonstrated that
the quality of the input (resolution, contrast) and the
language used have a direct impact on the accuracy
of the OCR results. Tesseract performs well with
clear printed text, but is prone to errors with ital-
ics, handwriting, or special characters. The authors
also emphasized that the ability to recognize accented
language remains limited without a well-trained lan-
guagemodel, which requires image preprocessing and
appropriate language configuration when applied to
particular languages.
Nguyen et al.1 proposed an approach more suitable
for the administrative documents inVietnam. The au-
thors developed a web application integrating Tesser-
act OCR and OpenCV, designed to digitize legal ad-
ministrative documents in the national standard for-
mat of Decree 30/2020/ND-CP (the new decree, No
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78/2025/NĐ-CP is updated on April 01, 2025). 8 The
system performs steps such as converting PDF to im-
age, filtering noise, increasing contrast, and segment-
ing the text structure to identify information compo-
nents such as: national emblem, issuing agency, doc-
ument number, date of issue, signature, seal, andmain
content. The results show that the system achieves an
accuracy of over 91% with printed documents. How-
ever, the study did not organize output data in struc-
tured formats such as XML/CSV, and also did not
target advanced NLP applications such as language
model training.
Koichi Kise9,10 studied in depth the technique of doc-
ument image segmentation, an important step to in-
crease the accuracy of text recognition from scanned
images. By separating document images into homo-
geneous functional blocks (such as text paragraphs,
tables, and images), the system can process the appro-
priate components according to each specificmethod.
The authors applied image processing techniques to
analyze the background, foreground, color and pixel
intensity, thereby optimizing the ability to separate
lines and columns in complex texts. This method
created the premise for the following OCR steps to
be more accurate, especially in documents with non-
standard layouts.
In the field of image processing, Chung BW11 pro-
vides a detailed practical guide on how to install and
use the OpenCV library, one of the most powerful
open source tools for image processing in Python. Al-
though the article is inclined a technical guide than a
theoretical study, it plays a fundamental role in doc-
ument image processing systems. Many current OCR
systems integrate OpenCV for steps such as prepro-
cessing, noise filtering, and text region normalization.
In addition, image processing applications are also de-
ployed in other contexts. Tran et al.12 applied imag-
ing processing techniques to construct a virtual mu-
seum, where artifacts are digitized in 3D and pre-
sented online. Although it is not directly related to
OCR, this study shows the strong ability of image pro-
cessing in digital transformation of traditional con-
tent. Similarly, Sinh et al.13built a system to visual-
ize image data in a medical application, thereby sup-
porting diagnosis and doctor-patient interaction. Al-
though these two studies do not go into text process-
ing, they affirm the wide application value of image
processing technology, creating a basis for potential
expansions in the legal and educational fields.

Digitizing legal documents andnatural lan-
guage processing

The research of Blei et al.14 laid the foundation for
topic modeling through the Latent Dirichlet Alloca-
tion (LDA) model. This model assumes that each
document is a probability distribution of topics, and
each topic is a probability distribution of vocabu-
lary. Thanks to the ability to mine latent topics from
large text collections without manual labeling, LDA
has become a popular method in legal text process-
ing, supporting effective organization and data explo-
ration. However, LDA assumes that words are not
context-dependent and therefore does not capture se-
mantic nuances, which are very important in Viet-
namese legal documents. To overcome that weakness,
Dieng et al.15 proposed Topic VAE (Variational Au-
toencoder), an approach that uses neural networks
to represent topics in the embedding space. Topic
VAE combines the advantages of traditional topic
modeling with the flexibility of deep learning mod-
els, allowing modeling of nonlinear relationships be-
tween words and topics. When applied to legal data,
Topic VAE allows the extraction of complex hier-
archical legal topics such as administrative regula-
tions, student rights, output standards, etc. How-
ever, this model requires large training data and needs
well-standardized input, especially with accented lan-
guages such as Vietnamese. In the research16, Groo-
tendorst developed a BERTopic, a topic model that
leverages semantic representations from pre-trained
language models such as BERT or SBERT to increase
topic coherence. BERTopic applies dimensionality re-
duction and clustering techniques to group short doc-
uments by topic. This method is suitable for pro-
cessing the legal documents divided by clauses, para-
graphs, sentences, semantics grammar. However,
BERTopic is mainly trained on English, and its ap-
plication to Vietnamese requires appropriate embed-
ding adjustments (e.g. using PhoBERT or multilin-
gual Sentence-BERT), as well as a well-structured in-
put data, which the current research is addressed by
constructing XML from legal documents. Chalkidis
et al.16 pioneered the development of a specialized le-
gal language model with LEGAL-BERT. This model
was trained on a large English legal corpus (EU Legis-
lation, US court decisions, etc.), showing superiority
in text classification, legal Q&A, and entity recogni-
tion tasks. However, LEGAL-BERT 17 does not sup-
port Vietnamese and is difficult to apply directly due
to differences in legal systems, language syntax, and
legal expressions.
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For theVietnamese language, Nguyen andTuan 18 de-
veloped PhoBERT, the first BERT model trained en-
tirely forVietnamese corpus. PhoBERTachieved high
results in tasks such as text classification, entity la-
beling, and sentiment analysis. However, PhoBERT
was not trained on a legal corpus, and therefore it
is not clearly recognized specialized entities such as
“Article”, “Clause”, “Circular”, or the name of the is-
suing agency. Furthermore, this model requires in-
put in the form of plain text with clear quality and
structure. Therefore, the preprocessing and normal-
ization steps from PDF to XML in this study play a
very important role. Complementing PhoBERT, the
vnCoreNLP tool by Vu et al.19 provides Vietnamese
language processing modules such as word segmen-
tation, part-of-speech tagging, dependency parsing,
and entity recognition. This is an effective toolkit for
general texts, but is limited when applied to legal texts
with complex structures, formal language, and many
normative provisions.
In the next research, Tewari20 recently presented the
LegalPro-BERT model, a refined version of BERT
Large for legal clause classification. The model is ap-
plied to well-structured legal documents with spe-
cific legal topic labels. This demonstrates that effec-
tive legal NLP models require standardized, struc-
tured (e.g., XML/JSON) and well-labeled legal train-
ing data, which is also the output data target in the
current study.
The current research demonstrates that the applica-
tion of OCR technology, image processing, and lan-
guage models in the fields of text digitization and le-
gal text analysis is widespread and varied in practice.
However, when examining the context of Vietnamese
legal documents in the field of education specifically,
significant gaps remain. For example, in the re-
search1,5 , authors focused on character recognition
and basic administrative structures, but did not incor-
porate specialized legal recognition such as clauses,
document types, or issuing agencies. This limita-
tion affects the ability of organizational data in in-
depth analysis. Onemore issue is that, althoughmany
studies are developing NLP models for legal docu-
ments (such as Legal-BERT16 , LegalPro-BERT20 ),
these models are mainly built on English corpus, no
model has been fully trained onVietnamese legal doc-
uments, especially in the field of education, which
has its context, semantic, structure and terminology.
Besides, most legal documents still exist in PDF for-
mat. To process the content in each of them, there
is a need to develop an application that automatically
converts them into structured data (XML/CSV). After
that, the NLPmodel is applied for processing. Models

such as PhoBERT16 , BERTopic,15 or vnCoreNLP19

all require clean, consistent, and well-structured in-
put data. Last but not least, the problem is that a study
has proposed a closed process from PDF data collec-
tion to a process based on OCR, 21,22 analyzing the le-
gal structure, and converting it into anXML structure.
Especially applicable to documents in the Vietnamese
education legal system, where there is a large volume
of documents, constant changes, and it is subject to
strict management by public authorities.

PROPOSEDMETHOD
Overview
In this study, we propose a sequential multi-stages
system to identify, extract and structure text data
from legal documents into XML structure files. The
process starts by converting the input PDF file into
image sequences corresponding to each page of the
document. Then, OCR and SVM techniques are ap-
plied to determine and extract text content from each
image contenting both printed and handwritten text.
The obtained text data will be processed to standard-
ize and remove noise data, thereby unifying the struc-
ture. Finally, the system labels the data in XML format
for structured representation, serving the purposes of
later search and analysis. The algorithms are imple-
mented in Python with a modular architecture, sup-
porting flexible expansion (see Figure 1).

Data collection and image conversion
This section presents our step to collect data from
the website of Vietnam Ministry of Education and
Training (MOET), an official site provides legal doc-
uments in education field (https://moet.gov.vn). The
legal document data have been collected through an
automatic collection algorithm using Python source
code. After collecting, the scanned PDF file is pro-
cessed through a multi-step process. First, each PDF
page is converted to a raster image (in PNG or JPG
format) with high resolution to ensure the input qual-
ity for the next processing steps. The next step is then
applied image processing techniques such as contrast
enhancement, noise reduction, and grayscale image
conversion to highlight text areas. This step plays an
important role in improving the efficiency of the OCR
process in the later steps. The algorithm (Algorithm
1) presents steps to automatically collect legal docu-
ments data files on the website of MOET as follows:
Algorithm 1. DataCollection():
1: Input: base_webpage_url of the MOET website
2: Output: Set of PDF files downloaded
3: Set current_page_number = 1
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Figure 1: Our proposed method for legal text processing and tagging [Source: Sinh et.al.]

4: Set base_site_url = ”https://moet.gov.vn/van-ban/
?Page=”
5: while current_page_number is not NULL do:
6:      Visit: base_site_url + current_page_number
7:             // Example: 
https://moet.gov.vn/van-ban/?Page=1 
8:       Parse the HTML content of the current page
9:       For each element in the HTML content:
10:            If the element text contains .pdf file:
11:                Extract the ‘href ‘ link of the PDF file 
from the ele- ment
12:                     // Example href: 
”/TW/Pages/vbpq-van-ban- goc.aspx?ItemID=...”
13:                Download the PDF file
14:            End if
15: End for
16: If ”next page” link is found in the page:
17:          current_page_number++
18: End if
19: End while (when current_page_number = NULL)
20: Return: Set of PDF files downloaded

Extraction of text data based on OCR
To effectively extract text from scanned legal doc- 
uments, the system employs an OCR pipeline that 
begins with region detection and classification. Af- 
ter preprocessing and segmenting the document into 
text-containing regions, each region is analyzed to de- 
termine whether it contains printed or handwritten 
text. A lightweight Support Vector Machine (SVM)
classifier is applied 20, using visual features such as 
stroke curvature, pixel density, and alignment pat- 
terns to distinguish between printed and handwrit- 
ten segments: (1) For printed text, the system uti- 
lizes Tesseract OCR (v4.1.1), which supports Viet- 
namese and is optimized for high-accuracy recogni- 
tion of structured, machine-printed characters. (2)
For handwritten text, such as signatures, annotations, 
or filled-in forms, the system integrates a Convo- 
lutional Recurrent Neural Network (CRNN) model,

which combines CNN for feature extraction, Bi-
LSTM for sequence modeling, and CTC Loss for de-
coding unsegmented text.
This two-ways recognition strategy ensures that each
text region is processed with the most suitable OCR
model, significantly improving overall recognition ac-
curacy for heterogeneous legal document formats (see
Figure 2).

Image processing

The process begins by converting each PDF page to
a high-resolution PNG or JPG to ensure quality in-
put for next steps. The image is then passed through
preprocessing techniques to increase contrast, remove
noise, and convert to grayscale. Next, the system ap-
plies adaptive thresholding to separate the text from
the background. Dilation is then used to thicken the
text and connect the broken parts. Finally, contour
detection is used to identify text areas, serving the
subsequent character recognition and content classi-
fication steps.

Region classification using SVM

After image preprocessing, the system detects and
segments text areas. Techniques such as contour de-
tection or lightweight object detection models are
used to accurately determine the location of each
block of text. For each detected area, the system ex-
tracts image features including stroke curvature, pixel
density, and alignment direction. In order to optimize
character recognition accuracy, these regions are clas-
sified into two groups: printed andhandwritten, using
an SVM (Support Vector Machine) classifier. SVM
distinguishes based on features such as stroke curva-
ture, pixel density and alignment - following the ap-
proach of [SVM]. Separating these two types of text
allows the system to apply the corresponding OCR al-
gorithms: Tesseract OCR for printed text and CRNN
for handwritten text.
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Figure 2: The recognition and extraction of legal text components from legaldocuments. [Source: Sinh et.al.]

Handwriting recognition CRNN integrated
with OCR
For text regions identified as handwritten, the sys-
tem uses a deep learning model CRNN combined
with OCR techniques to extract content. This model
is especially suitable for handwritten text with ir-
regularities with spacing and character shape - fac-
tors that often cause difficulties for traditional OCR
methods such as Tesseract. In this study, the CRNN
model is integrated from existing open source code,
pre-trained for Vietnamese handwriting recogni-
tion.23,24After the recognition process is completed,
the output will be normalized and merged with the
text extracted from the printed text to reproduce the
full content of the legal document in the form of dig-
itized text.

StructuredData into anAdministrative Form
Once the recognition process is complete, all text re-
sults are reassembled based on their original positions
in the source image. This arrangement ensures that
the final text is as close in structure and order as possi-
ble to the original document, which is good for subse-
quent processing steps such as clause extraction, legal
analysis, or data archiving. This structuring step is es-
sential for converting raw text into machine-readable
and semantically tagged data that can be visualized
and edited via a web-based interface.
The structured content is automatically filled into a
dynamic web data form. Each field is then corre-
sponded to one of the XML tags in the last step. This
interface enables legal professionals to ensure that the
extracted data accurately reflects the document’s orig-
inal structure and intent. This approach facilitates
better readability, efficient querying, and interoper-
ability with legal databases and information systems,

laying the foundation for advanced legal analytics and 
digital archiving. The below algorithm (Algorithm 2)
describes how to convert a pdf file to a text file:
Algorithm 2. OCR_Processing(image_file)
1: Input: image_file (it is scanned from PDF legal 
document)
2: Output: Full legal text
3: Initialize text_output
4: for each page_image do
5:      regions = DetectTextRegions(page_image) // 
using SVM
6:     for each region in regions do
7:        features = ExtractVisualFeatures(region) 
//using OCR
8:        if IsPrintedText(features) then
9: text = PrintedText
10:       else
11: text = HandwritingText
12:     end if
13:         Append text to text_output in proper order
14:    end for
15: end for
16: Return text_output

Convert into XML structure
The final step is to convert text file into its XML 
structure. The label tagging is an important step in 
the process of digitizing legal documents, allowing 
the extraction of meaningful components from raw 
data (in .txt format) and reorganizing them into 
a structured format, specifically XML. The goal 
of this step is to identify, classify, and represent 
information units such as document numbers, items, 
abstracts, and legal contexts to serve data mining, 
semantic search, and automated legal analysis tasks. 
This transformation is driven by a keyword-based
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mapping algorithm that identifies and segments 
critical components of Vietnamese legal documents. 
The algorithm is first scanned the text and extracted 
segments that match predefined structural patterns
(e.g., “Số:”, “Điều”, “Về việc”, or date expressions like
“ngày... tháng... năm...”). Each of these extracted 
segments is then aligned with a corresponding XML 
tag, including but not limited to following items:
<so_hieu>, <quoc_hieu>, <co_quan_ban_hanh>, 
<ngay_ban_hanh>, <trich_yeu>, <dieu>, and 
<noi_dung_chinh> (see Table 1, its structure is 
followed the decree No 78/2025/NĐ-CP).
The conversion process ensures that the document’s 
original legal structure is preserved while enhanc- 
ing its usability for further computational processing 
such as search, indexing, and data mining. Once the 
matching is complete, the tagged content is serialized 
into a well-formed XML document. The next algo- 
rithm (Algorithm 3) is described as follows:
Algorithm 3. XMLconvert():
1: Input: Plain legal text file
2: Output: Structured XML file
3: Extract all components of the legal document
4: For each component in the legal document
5:       If keywords match extracted segments
6:           Map matched components to 
corresponding XML tags
7:       End if
8:       Convert the structured content into a valid 
XML document
9: End for

IMPLEMENTATION AND RESULTS
This section presents our implementation for collect- 
ing, processing and converting legal documents into 
structured XML files. We develop a web-app based 
on Flask framework. The data collection step is per- 
formed based on Algorithm 1. We deployed a dataset 
of 300 legal documents in the education sector down- 
loaded from the Portal of MOET. These documents 
are mainly Circulars, Decisions, Decrees, and guid- 
ance documents in PDF format. The next algorithm
(Algorithm 2) is implemented to identify, extract 
data components (on the legal document) and trans- 
formed them into a data-form segmented based on 
structure of administrative form. This step is based on 
image processing technique as OpenCV and NLP as 
Tesseract OCR (v4.1.1 is supported for Vietnamese). 
For handwritten regions (such as signatures or an- 
notations), the method integrates an open-source AI 
model based on CRNN (Convolutional Recurrent 
Neural Network), which combines CNN, LSTM, and

CTC24 to recognize handwritten strings without re-
quiring character segmentation. The choice between
conventionalOCR and handwritten recognition is au-
tomatically made based on image features and confi-
dence from Tesseract OCR. In the last algorithm (Al-
gorithm 3), we convert them into a structured XML
file. We use a Laptop (GIGABYTE G5 MF5, Core
I5-13500H, RAM 16GB, GPU RTX 4050, Window
11)with enough configuration andmany open-source
frameworks, APIs and source code to build our web
application successfully. The Web-UI shown in Fig-
ure 3 is as follows:
During the testing of the text recognition algorithm,
the model was applied to the entire PDF legal doc-
uments that have been converted into the images.
The application performed recognition on individual
words and automatically classified between printed
and handwritten letters based on the right appropri-
ate OCR model. The obtained results showed that the
application operated stably with a ability to extract
Vietnamese content with very high accuracy. Most
words, including accented words and special charac-
ters, were recognized correctly. In particular, word-
by-word processing helps tominimize recognition er-
rors in noisy image regions, and the application of
confidence classification helps to optimize the selec-
tion of the appropriate OCR algorithm for each spe-
cific case. Based on the obtained output results, the
overall accuracy is almost very high. However, to en-
sure objectivity and scientific, it should be noted that
the accuracy of the application on the test set is ap-
proximately 100%, with insignificant deviations and
does not affect the overall content of the document.

DISCUSSION AND EVALUATION
This section discusses and evaluates our method for
extracting the text in the images and converting them
into XML tags. To measure the accuracy, we used the
following formulas to compute character error rate
(CER) and word error rate (WER) as presented in [1],
the formula Accuracy = 1 - (E/C), where E: number of
error characters and C: total characters in the docu-
ment. Otherwise, we can also use the formula to com-
pute for both CER and WER:

CER =WER =
S+D+1

N
(1)

Where:

• S: number of characters (words) that are in-
correctly recognized and replaced with another
word.
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Table 1: Mappingthe components of a text file into the XML Tags of an XML file
[Source: Sinh et.al.]

Components Description XML Tags

1. 1. National Title (e.g. Socialist Republic of Vietnam) <quoc_hieu>

1. 2. Issuing organization <co_quan_ban_hanh>

1. 3. Document ID <ky_hieu_van_ban>

1. 4. Date of issuance <ngay_ban_hanh>

1. 5. Type of document <loai_van_ban>

1. 6. Abstract or summary <trich_yeu_noi_dung>

1. 7. Main content <noi_dung_chinh>

1. 8. Received organization (Recipient) <noi_nhan>

1. 9. Full name and Signature of competent person <nguoi_ky_van_ban>

• D: number of characters (words) that were not
recognized and are thusmissing in theOCRout-
put.

• I: number of characters (words) that are incor-
rectly added in the OCR output.

• N: total number of characters (words) in the
ground truth document.

We also use computer processing time to evaluate the
efficiency of the application. Depending on the num-
ber of pages in each document, the scanning and gen-
erating process for a set of images; also the status of
documents (with or without noise), the obtained re-
sults are show in detail in Table 2 and Table 3.
In general, we tested on 300 legal documents and
computed the accuracy of CER and WER, obtaining
the ratio at 1.28% and 2.38% respectively. If the docu-
ments are close to recent years, the accuracy is higher.
On the contrary, the accuracy is reducing if they are
far from now (see Table 4).

Additionally, we compared the accuracy of CER
and WER using the two models: Tesseract for
Printed/Digital text and CRNN for Handwriting on
300 documents. The results obtained are presented in
Table 5.
Experimental results show that the proposed applica-
tion has achieved high accuracy in both tasks: rec-
ognizing printed legal documents from PDF files and
analyzing to covert output legal documents into XML
structured files. To compared with previous research
works, our application not only reproduces equivalent
results, but also has significant improvements in the
NLP field.
In previous research,1the OCR system was de-
ployed on Vietnamese administrative documents us-
ing Tesseract combined with OpenCV, resulting in a
recognition result of printed documents approached
the accuracy from 91% to 93%. However, their ap-
plication is only proposed to process administrative
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Figure 3: The web-app forimplementing all steps of our proposed method [Source: Sinh et.al.]

fields without generating to the structured XML data.
In comparison, the application in this research not
only improves the accuracy (to 98.7%), but also orga-
nizes legal content in the form of hierarchical XML,
which is more suitable in topic classification or train-
ing legal language models. Similarly, the research
in5 and6 , the academic document digitization sys-
tem23 also used Tesseract OCR, mainly for the pur-
pose of archiving and evaluating student projects. Al-
though the character recognition results were quite
stable, that system did not address the specifics of le-
gal language, and did not process handwritten text at
all. Meanwhile, our application now has expanded
scope to the handwritten signature area, with a recog-
nition accuracy met 91.3%. This point proved the ef-
ficient integration of CRNN model. Another related
study in22 , the author proposed a general text digiti-
zation system consisting of the following steps: scan-
ning, indexing, quality checking, and electronic stor-
age. However, their system still processes text in an
unstructured form, without performing content anal-
ysis in legal format or extracting the detail compo-
nents. In comparison, the highlight of this study is
the combination of parsing legal text and generating
XML to serve the training of specific NLP models. In
addition, in the field of legal language modeling re-
search, works such as LEGAL-BERT,16 PhoBERT16

or LegalPro-BERT19 all emphasize the role of struc-
tured data in training legal AImodels. However, most
of the above studies have not solved the step of pre-
processing input data from PDF into structured data

sets. Therefore, our contribution in this research is 
to create an automatic, closed pipeline from original 
text files to XML ready for use in NLP. Finally, while 
many systems only verify a few types of sample doc- 
uments, the current system has been successfully ap- 
plied on 300 actual legal documents of MOET with 
different document types (Circulars, Decisions, Of- 
ficial Dispatches, etc.), that help to ensure generality
and high scalability in practical application.

CONCLUSION
In this study, we proposed a method and successfully 
built an application to digitize Vietnamese adminis- 
trative and legal documents based on image process- 
ing, computer vision, and artificial intelligence tech- 
niques. The application is developed based on our 
proposed method, using Flask framework, integrat- 
ing the OpenCV library for image preprocessing and 
Tesseract OCR for recognizing printed text, combined 
with an open source CRNN model for handwriting 
recognition. The application is deployed on a web- 
app, that helps users upload PDF documents, pro- 
cess and extract text and put into a structured for- 
mat (XML). During the testing process, the applica- 
tion achieved an average accuracy of over 93% for 
handwriting and 99.7% for printed text, with a pro- 
cessing time of 9 to 12 seconds per document page, 
including the recognition and structure analysis steps. 
This result demonstrates the feasibility, high speed
and reliable accuracy of the system, especially in the
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Table 2: Measurethe error ratio of words and characters performed in our proposedmethod [Source: Sinh et.al.]

Application WER CERInput Doc_ID

287/QĐ-BGDĐT.pdf

 

   
 
   

Quality Status

 
hard to read.

Ground-truth 0 0

Our Application 0 0.0035

VietOCR 25 0.3645 0.306

SodaPDF 26 0.1888 0.1620

ABBYY
FineReader 27

0.0467 0.0345

Omnipage 28 0.1981 0.1751

06_2016_TT-BGDĐT.pdf Ground-truth 0 0

Our Application 0 0.0012

VietOCR 25 0.4756 0.2954

SodaPDF 26 0.8716 0.3155

ABBYY
FineReader 27

0.3761 0.1436

Omnipage 28 0.3291 0.0956

12/2023/TT-BGDĐT.pdf Ground-truth 0 0

Our Application 0 0.0016

VietOCR 25 0.1359 0.1534

SodaPDF 26 0.0894 0.0557

ABBYY
FineReader 27

0.0931 0.0557

Omnipage 28 0.0279 0.0016

04/2018/TTBGDĐT.pdf Ground-truth 0 0

Our Application 0 0.0001

VietOCR 25 0.6355 0.2742

SodaPDF 26 0.2314 0.1944

ABBYY
FineReader 27

0.1384 0.11

Omnipage 28 0.1378 0.1092

context of legal document digitization, where the re-
quirements for content integrity and legal structure
are mandatory. The web application based on OCR
does not reduce performance, but also enhances user
experience to edit and export data. The handwriting
processing still needs to be improved in future work
for the optimal search engine of our project. With
high accuracy, fast processing speed, and easy scal-
ability and integration, the proposed application be-
comes a potential tool applied in state agencies, ad-
ministrative organizations, and enterprises in the pro-
cess of digital transformation for processing legal doc-

uments. We will go on to upgrade the deep learning
model for handwriting, expand the data set, and im-
prove the ability to recognize different types of docu-
ments.
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Table 3: Comparison between our application and existing applications in practice [Source: Sinh et.al.]

Tool/Application Support pro-
cessing
Vietnamese

Printed and
handwriting
Recognition

XML Struc-
tured Out-
put

License Platform

Our application Yes Yes Yes Free Web-app

VietOCR 24 Yes No No Free Web-app

SodaPDF 25 Yes Not clear No Trial Web-app

ABBYY
FineReader 26

Yes Not clear No Trial Desktop

Omnipage Docud-
irect 27

No Not clear No Trial Desktop

Table 4: Comparingthe accuracy of CER andWER among the number of documents [Source: Sinh et.al.]

Years Quantity of docu-
ments

CER WER

2010–2015 62 2.48% 4.07%

2016–2020 98 1.21% 2.33%

2021–2023 108 0.88% 1.72%

2024–2025 32 0.71% 1.39%

Overall 300 1.28% 2.38%

Table 5: Comparing the accuracy of CER andWER
using different models [Source: Sinh et.al.]

Model

Tesseract

CRNN

Scope

Printed / Digital text

Handwriting

CER 

0.94%

2.61%

WER 

1.79%

4.88%

Robot), International University - VNU-HCM. We
would like to thank for supporting the machines in
experiments.
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GenAI: Generative Artificial Intelligence
OCR: Optical Character Recognition
NLP: Natural Language Processing
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API: Application Programming Interface
SVM: Support Vector Machine
CRNN: Convolutional Recurrent Neural Network
CNN: Convolutional Neural Network
CTC: Connectionist Temporal Classification
LSTM: Long Short-Term Memory
HTML: HyperText Markup Language
CSS: Cascading Style Sheets

JSON: JavaScript Object Notation
CSV: Comma-Separated Values
RNN: Recurrent Neural Network
DL: Deep Learning
ML: Machine Learning
PyTorch: Python Torch (Deep Learning Framework)
OpenCV: Open Source Computer Vision Library
TF: TensorFlow
CER: Character Error Rate
WER: Word Error Rate
VNU-HCM: Vietnam National University Ho Chi 
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TÓM TẮT
Chuyển đổi số trong giáo dục đòi hỏi các hệ thống thông minh để trích xuất, chuẩn hóa và phân
tích một khối lượng lớn các văn bản pháp luật ở nhiều định dạng khác nhau. Cấu trúc của các văn
bản pháp luật Việt Nam trong lĩnh vực giáo dục rất phức tạp, với nhiều thành phần khác nhau, bao
gồm Quốc hiệu, Cơ quan ban hành, Ký hiệu văn bản, Ngày ban hành, Điều khoản, Phụ lục, và đôi
khi cả Chữ ký hoặc Ghi chú viết tay. Bên cạnh đó, sự khác biệt còn đến từ loại văn bản như hiến
pháp, luật, nghị định, thông tư, quyết định, v.v. Ngoài ra, nghị định còn quy định cụ thể về định
dạng văn bản (phông chữ, cỡ chữ, lề, khoảng cách dòng), cách bố trí các thành phần và quy tắc
trình bày phụ lục hoặc văn bản đính kèm. Do đó, việc xử lý các văn bản này đặt ra nhiều thách thức
trong việc truy xuất thông tin và quản lý dữ liệu pháp lý. Xử lý ngôn ngữ tự nhiên (NLP) đóng vai
trò quan trọng trong việc xử lý văn bản và tài liệu như vậy. Trong bài báo này, chúng tôi đề xuất
một phương pháp mới tích hợp NLP, nhận dạng ký tự quang học (OCR) và xử lý ảnh để xử lý các
văn bản pháp luật Việt Nam trong lĩnh vực giáo dục. Nghiên cứu nền tảng này sẽ phục vụ chomột
hệ thống truy xuất thông tin tối ưu trong tương lai sử dụng Mô hình ngôn ngữ lớn (LLM) và Trí tuệ
nhân tạo tạo sinh (GenAI). Phương pháp của chúng tôi bao gồm các bước sau: (1) thu thập cơ sở
dữ liệu văn bản pháp luật ở định dạng PDF từ trang web văn bản pháp luật của Bộ Giáo dục và
Đào tạo (MOET); (2) loại bỏ nhiễu, phân loại các thành phần khác nhau và chuyển đổi thành văn
bản thuần túy thông qua kỹ thuật OCR và xử lý hình ảnh; (3) chuyển cấu trúc văn bản được trích
xuất qua định dạng XML cho hệ thống tương lai của chúng tôi. So với ứng dụng hiện có, phương
pháp của chúng tôi đạt được độ chính xác mong muốn trên 99% với các tài liệu in, bao gồm cả
khả năng nhận dạng văn bản viết tay. Nghiên cứu này là một bước tiến hướng tới việc phát triển
giải pháp kỹ thuật cơ bản cho xử lý dữ liệu, cho phép áp dụng LLM và GenAI trong công cụ tìm
kiếm cơ sở dữ liệu được tối ưu để đưa ra quyết định dựa trên văn bản pháp luật.
Từ khoá: Trí tuệ nhân tạo, Văn bản pháp lý, Nhận dạng tài liệu, Xử lý ngôn ngữ tự nhiên, Khai phá
dữ liệu, Nhận dạng ký tự quang học
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