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ABSTRACT
In addition to effectiveness, practicality and efficiency havebeen considered crucial when consider-
ing an automated irrigation system. Awareness of such requirements has only increased since fresh-
water resources are becoming scarce, particularly in many agricultural regions of Vietnam. A con-
siderable amount of effort has been put into creating approaches to solving these problems, which
can be classified into two main approaches: Supervised learning, and reinforcement learning. Or-
dinary supervised learning approaches tend to rely on input from farmers and experts' knowledge.
However, such approaches may lead to inaccuracy due to human over-estimation or underestima-
tion of the amount of water needed, thus leading to resource waste and ramping up production
costs. In contrast, reinforcement learning methods have proven to be efficient given their ability
to hastily adapt to new changes or trends in the environment. But despite the benefits, its need
for a reliable simulation system and commitment of time for running through trial-error steps has
rendered it impractical for real-world uses. Moreover, deployment of such methods encounters
resource-wise and architecture-wise setbacks. This paper proposed a simple mixture of said ap-
proaches that attempt to adapt the environment to a desired state. This paper also presented an
overview of the environment settings and the system architecture in which the proposed method
will be deployed in a way that the method can interact with the states of the environment. Our
approach is also deployable on machines with limited computing power, does not require pre-
configurations in a simulated environment, and the need for human intervention is minimal. The
performance evaluation of the proposedmethod is also presented and shows remarkable improve-
ment of the method over a set of data gathered from the environment.
Key words: Smart Irrigation, Machine Learning, Supervised Learning, Reinforcement Learning

INTRODUCTION1

As our knowledge of artificial intelligence (AI) and2

its application in many aspects of our lives develop,3

much consideration has been made toward the use4

of it in agriculture. The necessity and immediacy5

of advancing farming practices have reached an un-6

precedented level, mainly in developing countries like7

Vietnam due to its nature of being one of the most8

vulnerable sectors to climate change impacts such as9

drought, flood, pests, and diseases 1. Additionally,10

smart irrigation is a cross-disciplinary subject that11

strives to water plants using the least amount of water12

where possible, while still maintaining plant growth13

and crop production during harvest seasons, by in-14

tegrating information technology into farming prac-15

tices.16

However, several prominent agricultural regions in17

Vietnam are grappling with freshwater scarcity, a sit-18

uation resulting from various natural issues such as19

drought, soil salinization, and climate change, Ha and20

Simon2 analyzed the urgency of water conservation21

in Vietnam’s agriculture. Consequently, the develop- 22

ment of an intelligent irrigation system, capable of au- 23

tonomously scheduling irrigation plans and reducing 24

water usage while still ensuring crop yield, has be- 25

come indispensable. 26

Several studies have proposed methodologies to ei- 27

ther partially3 or entirely4,5 base the irrigation sys- 28

tem on a particular metric of the environment, in 29

such cases, soil humidity. One old-fashioned way 30

of controlling this metric involves implementing cer- 31

tain policies, which involve triggering the water pump 32

when the humidity is off the desired threshold or ad- 33

hering to a daily fixed timeframe. However, this ap- 34

proach’s inability to automatically change its thresh- 35

old values rendered it vulnerable to concept drifts of 36

the environment, such as varying demands of plants 37

on soil moisture at different crop stages or with differ- 38

ent plant species or seasonal changes of the environ- 39

ment’s state. On the other hand, AI-based research 40

typically presumes the correctness of farmers’ irriga- 41

tion practices and attempts to replicate these experi- 42

ences based on historical data 4. Nevertheless, farm- 43
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ers’ decisions may be incorrect, and the more they are44

directly involved in crop irrigation, the more devas-45

tating the impact on freshwater conservation is 3. In46

some circumstances, under-irrigation decisionsmade47

by farmers will also lead to a decrease in the final crop48

yield6. To further address the difficulties, applica-49

tions of AI have beenmet with physical and economic50

constraints due to the field being a late adopter of AI,51

combined with the lack of interest from governments.52

Previous work7 attempts to mitigate such drawbacks53

but this approach is computationally intensive as it54

requires machines to interact with the environment55

continuously. Thus, practical implementations of re-56

search are still limited. Our paper presents a simpli-57

fied yet applicable method for estimating irrigation58

time for plants that uses previous data of the environ-59

ment but can still adapt to the real-time environment60

and seasonal changes of the environment. Moreover,61

our method is lightweight and can be easily deployed62

onto machines with very weak computing power.63

The rest of this article is organized as follows. Sec-64

tion 2 summarizes the related work. Section 365

describes our system architecture and deployment.66

Then, Section 4 describes the conventional decision67

tree method and presents our proposed method. In68

Section 5, we describe our experiment settings and re-69

sults for performance evaluation. Finally, concluding70

remarks are drawn in Section 6, along with our future71

work on the topic.72

RELATEDWORK73

In order to assess the condition of soil, several studies74

which are based on soil moisture. Ho et al.3 proposed75

a traditional approach to the problem by forecasting76

themoisture rate with a simplemodel and setting up a77

wireless system for the farmers to monitor and water78

the plants with little effort. Although this approach79

is practical and water-efficient, it is still dependent80

on the farmers to water the garden, which does not81

promise an optimal crop yield. Chen et al.4 and La82

et al.7 proposed an autonomous irrigation schedul-83

ing method based on an ensemble of several models84

such as support vector machines, decision trees, and85

neural networks. Both works tried to predict if a spe-86

cific state of the environment needs watering, based87

on a set of rules deducted from farmers’ experience.88

Their works were on point and are more suitable for89

systems that support continuous irrigation. However,90

for systems that can only afford to irrigate up to twice91

a day, this approach shows its drawbacks as it requires92

the pumpmotors and the server to stay active contin-93

ually, which is very inefficient.94

For this specific type of problem, we mainly concen- 95

trate on creating a lightweight algorithm, computing 96

inexpensive, and interpretable. Thus, our main point 97

of interest in designing an algorithm that satisfies our 98

needs is that it must share similar characteristics to a 99

decision tree. Domingos et al.8 provide an algorithm 100

called Very Fast Decision Tree (VFDT), which ex- 101

ploits the idea that a small sample can often be enough 102

to choose an optimal splitting attribute using Hoeffd- 103

ing bound, but this method is used for a specific pur- 104

pose and does not learn via a policy. However, Féraud 105

et al.9 came up with online decision trees that corre- 106

spond to a policy and make decisions based on that 107

policy, much like a reinforcement learning approach. 108

Inspired by their works, we propose a method to 109

overcome the practical difficulties of computationally 110

heavy methods. Besides that, our algorithm is simple 111

and easily deployable on servers with limited comput- 112

ing power. 113

Figure 2: Deployment of models to users.

ABSTRACT DESIGN AND SYSTEM 114

DEPLOYMENT 115

Abstract Design 116

In this section, we will provide a concise overview of 117

the structure of our system. An illustration of the con- 118

ceptual framework of our system is shown in Figure 1. 119

The irrigation setup will establish a direct connection 120

with the sensor array belonging to an environmen- 121

tal monitoring system. Our software stack is mostly 122

comprised of the following software: 123

• Hadoop10 is a framework for distributed pro- 124

cessing and data storage across a cluster. 125

• Spark11 is a framework for processing data at 126

scale. 127

• Kafka12 is a platform for handling real-time data 128

events. 129

2



Science & Technology Development Journal – Engineering and Technology 2024, ():1-8

Figure 1: Abstract design of the system.

• MLflow is a library formanagingmachine learn-130

ing model lifecycle.131

• Delta Lake is a storage framework that inte-132

grates well with Spark and provides better per-133

formance and reliability than Hadoop.134

We chose them for their well-known reputation, scal-135

ability, stability, and our prior knowledge of them,136

which leaves more time for us to investigate. Particu-137

larly, the system has three major working flows:138

Flow 1: Environmental sensor data is routinely gath-139

ered, compiled at a local edge station, and forwarded140

to our centralized server to serve applications related141

to the data, such as environmental monitoring dash-142

boards and cropmanagement systems. Consequently,143

the data is directed to a Kafka topic to accommodate144

diverse applications. For our irrigation application,145

we utilize a Spark cluster to subscribe to the topic, re-146

trieve data from the Kafka topic, and conduct initial147

processing before storing it into aHadoopDistributed148

File System (HDFS) as a large Delta table.149

Flow 2: During this flow, our application will load150

data from the HDFS to train a model from the data.151

The model is then sent to the MLflow server, which152

manages andmonitors the pipeline of the models cre-153

ated by our application.154

Flow 3: The application will infer an irrigation sched-155

ule from the environmental state of the garden. This156

schedule will be sent to the remote stations, where it157

will be used to create irrigation decision.158

SystemDeployment159

Our method is conducted on a 5000m2 garden based160

in DongThap, which has a predominant crop, namely161

Figure 3: Conventional Decision Tree.

mangoes, planted in the garden. The garden is moni- 162

tored by an array of 40 earth sensors, onewater sensor, 163

one air sensor, and an irrigation motor that we can 164

remotely control the amount of water. Those sensors 165

collect environmental data, such as pH, soil moisture, 166

air moisture and temperature,... every minute and 167

send it to the local station for accumulation and pre- 168

processing,The data is then sent back to our server for 169

analysis. 170

For distributing models to users, we specify two types 171

of users, denoted as black and white dots in Figure 2. 172

One of them (white dots) actively uses themodels and 173

3



Science & Technology Development Journal – Engineering and Technology 2024, ():1-8

sends data back to our server to retrain a model tai-174

lored to the user’s environment and the user’s irriga-175

tion behavior, while the other type of user (black dots)176

only uses the177

models created by other users (white dots) for predict-178

ing irrigation decisions based on the assumption that179

models created by other users are also suitable if those180

users are geographically adjacent to that user, imply-181

ing similar environmental characteristics.182

METHOD183

Conventional Decision Tree184

Recall that to construct a decision tree from a dataset185

D0 with N variables d1, d2,…,dN and a label L, we186

must first calculate the entropy for each variable,187

which is, how well for any variable in a node can be188

used to split the data of that node:189

E (D) =−
n

∑
i=1

pi log2 (pi)

where p represents the ratio between a label count to190

its class’s count.191

Information gain (IG) is then calculated for each split-192

ting variable V to determine the highest IG193

IG(D,V ) = E (D)− ∑
a∈V

|Da|
|D|

E (Da)

Algorithm 1 (Figure 3) demonstrates the pseudocode194

of constructing a tree this way.195

Proposed Decision Tree196

For a dataset D1 that contains N variables d1, d2, …197

dN , a set A of actions a1, a2, …aM and its correspond-198

ing set R of rewards r1, r2, … rL, we propose another199

approach to split the dataset into two datasets D1r and200

D1l based on the value of a variable dn so that the re-201

ward rate of choosing a single action inD1r orD1l that202

is higher than the sum of rewards in D1 divided by the203

size of D1. Algorithm 2 (Figure 5) demonstrates the204

pseudocode of constructing a tree based on score.205

This algorithm first searches through all variables and206

for each variable var, searches through every unique207

value valvar and attempts tomake a split based on that208

value:209

If var only has binary or categorical values, the data is210

split based on whether each value v0 = valvar or v0 ̸=211

valvar .212

If var only has continuous values, the data is split213

based onwhether each value v0 ≥ valvar or v0 < valvar .214

For every split, sum the reward based on that split.215

The split that returns the highest reward will be used216

and two new leaf nodes are created, each having one217

part of the split data from the node above it.218

Irrigation time prediction model in the sys- 219

tem 220

In the real scenario, telemetry data is continuously 221

streamed into our system every minute. To integrate 222

new data into our model, we propose a lifecycle for 223

our model to comply with the system’s constraints. 224

Figure 4 briefly shows the lifecycle of the system with 225

more concentration on the model lifecycle, which is 226

comprised of 3 major working flows: 227

• Flow1: Themodelwillmake a prediction, which 228

is one of the available actions to which it is lim- 229

ited, based on the environment states of the last 230

few hours, and trigger the pump motor to run 231

for the predicted period. The predicted action 232

will also be stored for later use. 233

• Flow 2: The environmental sensors will send 234

back telemetry data to the server. The data will 235

then be used to create rewards based on a policy 236

stored on the server. Both types of data will be 237

stored after that. 238

• Flow 3: The telemetry data and reward data 239

combined with the action data will be extracted 240

in batches to train a new model with better 241

adaptability to the environment and the policy. 242

EXPERIMENTAL RESULTS 243

Metrics, policy and data 244

For the simplicity of themodel, we use 4 environmen- 245

tal metrics: soil humidity (SH), soil temperature (ST), 246

air humidity (AH), and air temperature (AT); along 247

with 1 temporal metric to evaluate the model based 248

on howwell it can learn our policy, which farmers and 249

experts in agriculture suggest. Our model will be in- 250

troduced with four actions: Do not irrigate, irrigate 251

for 10 minutes, irrigate for 20 minutes, and irrigate 252

for 30 minutes. 253

Our policy, as shown in Table 1, consists of the envi- 254

ronment metrics, fromwhich it will return four prob- 255

abilities of getting a reward, corresponding to the four 256

actions listed above. We also introduce noise to our 257

calculation at the rate of 20%. 258

Our data is collected from sensors installed at a test 259

garden in DongThap from 1/2023 to 8/2023, which is 260

comprised of many metrics of the earth, air, and wa- 261

ter environment. Tables 2, 3, 4 and 5 demonstrate the 262

covariance matrices of our dataset but sampled into 263

subsets with sizes of 10000, 50000, 100000, and the 264

initial size, respectively. Due to similarities between 265

these matrices, we will only use the 10000 datapoints 266

subset for evaluation because increasing the dataset 267

size does not allow our model to learn further signif- 268

icantly. 269
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Figure 4: Lifecycle of the model in the system.

Figure 5: Score-Based Decision Tree.
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Table 1: Policy for calculating rewards.

Actions 0 mins 10 mins 20 mins 30 mins

Metrics

24 ≤ SH ≤ 26 0.5 0.45 0.25 0.3

SH ≤ 24 0.1 0.25 0.3 0.35

SH ≥ 26 0.4 0.2 0.1 0.05

ST ≤ 26 +0.1/pt +0.1/pt +0.1/pt +0.1/pt

ST ≥ 28 -0.1/pt -0.1/pt -0.1/pt -0.1/pt

AH ≤ 80 +0.05/pt +0.05/pt +0.05/pt +0.05/pt

AH ≥ 90 -0.05/pt -0.05/pt -0.05/pt -0.05/pt

AT ≤ 26 +0.05/pt +0.05/pt +0.05/pt +0.05/pt

AT ≥ 31 -0.05/pt -0.05/pt -0.05/pt -0.05/pt

Table 2: Covariancematrix for data size of 10000.

SH AH ST AT

SH 0.032855 0.008108 -0.010476 -0.005236

AH 0.008108 0.076122 -0.024644 -0.051532

ST -0.010476 -0.024644 0.043014 0.033396

AT -0.005236 -0.051532 0.033396 0.047451

Table 3: Covariancematrix for data size of 50000.

SH AH ST AT

SH 0.032026 0.007855 -0.009361 -0.004651

AH 0.007855 0.076886 -0.025839 -0.051203

ST -0.009361 -0.025839 0.043341 0.033761

AT -0.004651 -0.051203 0.033761 0.046515

Table 4: Covariancematrix for data size of 100000.

SH AH ST AT

SH 0.032374 0.008361 -0.01006 -0.005144

AH 0.008361 0.077220 -0.025342 -0.051285

ST -0.010006 -0.025342 0.043128 0.033329

AT -0.005144 -0.051285 0.033329 0.046407

Table 5: Covariancematrix for the full dataset.

SH AH ST AT

SH 0.032248 0.008191 -0.009732 -0.004938

AH 0.008191 0.077060 -0.025484 -0.051307

ST -0.009732 -0.025484 0.043059 0.033430

AT -0.004938 -0.051307 0.033430 0.046512
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Evaluation270

For evaluation, our test dataset will use data from July271

and August, the rest of the initial dataset is split 70-272

30 for the training dataset and testing dataset, respec-273

tively. The reward for random actions which are filled274

in the dataset is approximately 29.19 per 100 data275

points and themaximumreward, which is, the highest276

possible reward that our agent can achieve based on277

our policy for the dataset, is 61.6 per 100 data points.278

Table 6 describes our reward based on themodel’s pre-279

diction, model accuracy, which is calculated from our280

model’s gathered reward and our data’s highest pos-281

sible reward, which is ruled via our policy, and up-282

lift, which shows howmuch higher reward our model283

gained compared to the reward from the dataset. Also284

in this table, we compare our baseline decision tree285

(DT)modelwith our random forest (RF)model at dif-286

ferent tree counts (tc), tree depths (d), and data sizes.287

From the table, we can see that themodels bring about288

very high accuracy, while the decision tree models289

have almost comparable performance to random for-290

est ones. It can also be concluded from it that the tree291

depth of 3 is the sweet spot for optimal performance292

in both types of models.293

DISCUSSION AND CONCLUSION294

This paper proposes a simple reinforcement learn-295

ing method that uses a decision tree as the policy to296

be learned by the agent for the irrigation scheduling297

problem. Using the dataset collected from the sen-298

sors placed in an actual environment, combined with299

a static policy to calculate the reward, we expect that300

the model should make actions that bring back more301

reward, without the knowledge of the given policy.302

From our evaluation, the model has managed to learn303

the policy from the reward inferred from that policy.304

However, our work still has the following drawbacks,305

which are also our future work:306

• Ourmethod requires abandoning the oldmodel307

and training a new one to adapt to new data,308

which is still compute-intensive to some extent.309

In the future, we will try to refactor themodel to310

learn from new data incrementally.311

• Our approach is based on a static policy. Hence,312

for each stage of growing a tree, farmers’ and313

experts’ suggestions are required to construct a314

new policy for it.315
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TÓM TẮT
Ngoài tính hiệu quả, tính thực tiễn và tiết kiệm rất được coi trọng khi triển khai những hệ thống
tưới tiêu tự động. Nhận thức về những yêu cầu này càng tăng lên khi nguồn tài nguyên nước ngày
càng khan hiếm, đặc biệt là ở nhiều vùng nông nghiệp tại Việt Nam. Một lượng lớn nỗ lực được
dành cho việc tạo ra các phương pháp giải quyết những vấn đề này và có thể được phân loại thành
hai nhóm: học giám sát và học tăng cường. Phương pháp học giám sát thường dựa vào đầu vào
từ kiến thức của người nông dân và chuyên gia. Tuy nhiên, những cách tiếp cận đó có thể sai sót
do người nông dân tưới quá nhiều hoặc quá ít, dẫn đến lãng phí tài nguyên và chi phí sản xuất.
Mặt khác, phương pháp học tăng cường đã được chứngminh là hiệu quả nhờ khả năng thích ứng
nhanh chóng với những thay đổi hoặc xu hướng thay đổi của môi trường. Bất chấp điều đó, yêu
cầu vềmột hệ thốngmô phỏng đáng tin cây và sự đầu tư về thời gian thực hiện các bước luyệnmô
hình đã khiến nó phi thực tế khi sử dụng ngoài thế giới thực. Việc triển khai các phương pháp như
vậy còn gặp phải những trở ngại về mặt tài nguyên và kiến trúc hệ thống. Bài báo này đề xuất một
phương pháp kết hợp giữa hai nhóm phương pháp trên nhằm điều chỉnh môi trường đến trạng
thái mong muốn. Bài báo này cũng trình bày tổng quan đặc trưng của môi trường và kiến trúc hệ
thống mà phương pháp đề xuất sẽ được triển khai theo cách mà phương pháp đó có thể tương
tác với các trạng thái của môi trường. Hướng tiếp cận của chúng tôi cũng có thể được triển khai
trên các hệ thống có nguồn tài nguyên tính toán hạn chế, không yêu cầu việc huấn luyện trong
môi trường ảo và giảm tối thiếu sự tác động từ con người. Việc đánh giá hiệu quả của phương
pháp đề xuất cũng được trình bày và cho thấy sự cải thiện rõ rệt của phương pháp trên một tập
dữ liệu được thu thập từ môi trường.
Từ khoá: Tưới tiêu thông minh, học máy, học giám sát, học tăng cường
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