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ABSTRACT

In addition to effectiveness, practicality and efficiency have been considered crucial when consider-
ing an automated irrigation system. Awareness of such requirements has only increased since fresh-
water resources are becoming scarce, particularly in many agricultural regions of Vietnam. A con-
siderable amount of effort has been put into creating approaches to solving these problems, which
can be classified into two main approaches: Supervised learning, and reinforcement learning. Or-
dinary supervised learning approaches tend to rely on input from farmers and experts' knowledge.
However, such approaches may lead to inaccuracy due to human over-estimation or underestima-
tion of the amount of water needed, thus leading to resource waste and ramping up production
costs. In contrast, reinforcement learning methods have proven to be efficient given their ability
to hastily adapt to new changes or trends in the environment. But despite the benefits, its need
for a reliable simulation system and commitment of time for running through trial-error steps has
rendered it impractical for real-world uses. Moreover, deployment of such methods encounters
resource-wise and architecture-wise setbacks. This paper proposed a simple mixture of said ap-
proaches that attempt to adapt the environment to a desired state. This paper also presented an
overview of the environment settings and the system architecture in which the proposed method
will be deployed in a way that the method can interact with the states of the environment. Our
approach is also deployable on machines with limited computing power, does not require pre-
configurations in a simulated environment, and the need for human intervention is minimal. The
performance evaluation of the proposed method is also presented and shows remarkable improve-

ment of the method over a set of data gathered from the environment.
Key words: Smart Irrigation, Machine Learning, Supervised Learning, Reinforcement Learning

INTRODUCTION

As our knowledge of artificial intelligence (AI) and
its application in many aspects of our lives develop,
much consideration has been made toward the use
of it in agriculture. ~ The necessity and immediacy
of advancing farming practices have reached an un-
precedented level, mainly in developing countries like
Vietnam due to its nature of being one of the most
vulnerable sectors to climate change impacts such as
drought, flood, pests, and diseases *. Additionally,
smart irrigation is a cross-disciplinary subject that
strives to water plants using the least amount of water
where possible, while still maintaining plant growth
and crop production during harvest seasons, by in-
tegrating information technology into farming prac-
tices.

However, several prominent agricultural regions in
Vietnam are grappling with freshwater scarcity, a sit-
uation resulting from various natural issues such as
drought, soil salinization, and climate change, Ha and
Simon? analyzed the urgency of water conservation

in Vietnam’s agriculture. Consequently, the develop-
ment of an intelligent irrigation system, capable of au-
tonomously scheduling irrigation plans and reducing
water usage while still ensuring crop yield, has be-
come indispensable.

Several studies have proposed methodologies to ei-
ther partially® or entirely»® base the irrigation sys-
tem on a particular metric of the environment, in
such cases, soil humidity. One old-fashioned way
of controlling this metric involves implementing cer-
tain policies, which involve triggering the water pump
when the humidity is off the desired threshold or ad-
hering to a daily fixed timeframe. However, this ap-
proach’s inability to automatically change its thresh-
old values rendered it vulnerable to concept drifts of
the environment, such as varying demands of plants
on soil moisture at different crop stages or with differ-
ent plant species or seasonal changes of the environ-
ment’s state. On the other hand, Al-based research
typically presumes the correctness of farmers’ irriga-
tion practices and attempts to replicate these experi-
ences based on historical data®. Nevertheless, farm-
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ers’ decisions may be incorrect, and the more they are
directly involved in crop irrigation, the more devas-
tating the impact on freshwater conservation is’. In
some circumstances, under-irrigation decisions made
by farmers will also lead to a decrease in the final crop
yield®. To further address the difficulties, applica-
tions of AT have been met with physical and economic
constraints due to the field being a late adopter of Al
combined with the lack of interest from governments.
Previous work” attempts to mitigate such drawbacks
but this approach is computationally intensive as it
requires machines to interact with the environment
continuously. Thus, practical implementations of re-
search are still limited. Our paper presents a simpli-
fied yet applicable method for estimating irrigation
time for plants that uses previous data of the environ-
ment but can still adapt to the real-time environment
and seasonal changes of the environment. Moreover,
our method is lightweight and can be easily deployed
onto machines with very weak computing power.
The rest of this article is organized as follows. Sec-
tion 2 summarizes the related work. Section 3
describes our system architecture and deployment.
Then, Section 4 describes the conventional decision
tree method and presents our proposed method. In
Section 5, we describe our experiment settings and re-
sults for performance evaluation. Finally, concluding
remarks are drawn in Section 6, along with our future
work on the topic.

RELATED WORK

In order to assess the condition of soil, several studies
which are based on soil moisture. Ho et al.> proposed
a traditional approach to the problem by forecasting
the moisture rate with a simple model and setting up a
wireless system for the farmers to monitor and water
the plants with little effort. Although this approach
is practical and water-efficient, it is still dependent
on the farmers to water the garden, which does not
promise an optimal crop yield. Chen et al.* and La
et al.” proposed an autonomous irrigation schedul-
ing method based on an ensemble of several models
such as support vector machines, decision trees, and
neural networks. Both works tried to predict if a spe-
cific state of the environment needs watering, based
on a set of rules deducted from farmers’ experience.
Their works were on point and are more suitable for
systems that support continuous irrigation. However,
for systems that can only afford to irrigate up to twice
a day, this approach shows its drawbacks as it requires
the pump motors and the server to stay active contin-
ually, which is very inefficient.

For this specific type of problem, we mainly concen-
trate on creating a lightweight algorithm, computing
inexpensive, and interpretable. Thus, our main point
of interest in designing an algorithm that satisfies our
needs is that it must share similar characteristics to a
decision tree. Domingos et al.® provide an algorithm
called Very Fast Decision Tree (VFDT), which ex-
ploits the idea that a small sample can often be enough
to choose an optimal splitting attribute using Hoeffd-
ing bound, but this method is used for a specific pur-
pose and does not learn via a policy. However, Féraud
et al.” came up with online decision trees that corre-
spond to a policy and make decisions based on that
policy, much like a reinforcement learning approach.
Inspired by their works, we propose a method to
overcome the practical difficulties of computationally
heavy methods. Besides that, our algorithm is simple
and easily deployable on servers with limited comput-
ing power.

Geolocation of users

Model 1

Model 2

. Action receiver @ Action receiver + data sender

----» Receive actions «€—) Send data + receive actions

Figure 2: Deployment of models to users.

ABSTRACT DESIGN AND SYSTEM
DEPLOYMENT

Abstract Design

In this section, we will provide a concise overview of
the structure of our system. An illustration of the con-
ceptual framework of our system is shown in Figure 1.
The irrigation setup will establish a direct connection
with the sensor array belonging to an environmen-
tal monitoring system. Our software stack is mostly
comprised of the following software:

+ Hadoop ' is a framework for distributed pro-
cessing and data storage across a cluster.

o Spark!! is a framework for processing data at
scale.

+ Kafka '? isa platform for handling real-time data
events.
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Figure 1: Abstract design of the system.

« MLflowis alibrary for managing machine learn-
ing model lifecycle.

o Delta Lake is a storage framework that inte-
grates well with Spark and provides better per-
formance and reliability than Hadoop.

We chose them for their well-known reputation, scal-
ability, stability, and our prior knowledge of them,
which leaves more time for us to investigate. Particu-
larly, the system has three major working flows:

Flow 1: Environmental sensor data is routinely gath-
ered, compiled at a local edge station, and forwarded
to our centralized server to serve applications related
to the data, such as environmental monitoring dash-
boards and crop management systems. Consequently,
the data is directed to a Kafka topic to accommodate
diverse applications. For our irrigation application,
we utilize a Spark cluster to subscribe to the topic, re-
trieve data from the Kafka topic, and conduct initial
processing before storing it into a Hadoop Distributed
File System (HDEFS) as a large Delta table.

Flow 2: During this flow, our application will load
data from the HDFS to train a model from the data.
The model is then sent to the MLflow server, which
manages and monitors the pipeline of the models cre-
ated by our application.

Flow 3: The application will infer an irrigation sched-
ule from the environmental state of the garden. This
schedule will be sent to the remote stations, where it
will be used to create irrigation decision.

System Deployment

Our method is conducted on a 5000m? garden based
in Dong Thap, which has a predominant crop, namely

Algorithm 1: Decision Tree Build
Input: Initial dataset Dy, tree root T
1 if stopping condition is False:
2 foreach column c in Dy:

3 foreach value val in c:

4 split D, into 2 parts r, [
5 based on val
6

7

8

if r, [ not empty:

| calculate IG
end if
9 end foreach
10 end foreach
11 split data into 2 parts D,., D, and
12 create 2 nodes N, N; based on
13 val that associates with the
14 highest IG
15 N,=Decision_Tree Build(D,, N,.)
N,=Decision_Tree Build(D;, N;)
16 endif
17 return T

Figure 3: Conventional Decision Tree.

mangoes, planted in the garden. The garden is moni-
tored by an array of 40 earth sensors, one water sensor,
one air sensor, and an irrigation motor that we can
remotely control the amount of water. Those sensors
collect environmental data, such as pH, soil moisture,
air moisture and temperature,... every minute and
send it to the local station for accumulation and pre-
processing, The data is then sent back to our server for
analysis.

For distributing models to users, we specify two types
of users, denoted as black and white dots in Figure 2.
One of them (white dots) actively uses the models and
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sends data back to our server to retrain a model tai-
lored to the user’s environment and the user’s irriga-
tion behavior, while the other type of user (black dots)
only uses the

models created by other users (white dots) for predict-
ing irrigation decisions based on the assumption that
models created by other users are also suitable if those
users are geographically adjacent to that user, imply-
ing similar environmental characteristics.

METHOD

Conventional Decision Tree

Recall that to construct a decision tree from a dataset
Dy with N variables d;, dj,...,dy and a label L, we
must first calculate the entropy for each variable,
which is, how well for any variable in a node can be
used to split the data of that node:

n
E(D) =~ pilog, (pi)
i=1
where p represents the ratio between a label count to
its class’s count.
Information gain (IG) is then calculated for each split-
ting variable V to determine the highest IG

|Da|
D]

IG(D,V)=E(D)- Y,
acV

E(Da)

Algorithm 1 (Figure 3) demonstrates the pseudocode
of constructing a tree this way.

Proposed Decision Tree

For a dataset Dy that contains N variables d;, do, ...
dy,aset A ofactions ay, ap, ...ay and its correspond-
ing set R of rewards ry, r, ... 7, we propose another
approach to split the dataset into two datasets Dy, and
Dy; based on the value of a variable d,, so that the re-
ward rate of choosing a single action in Dy, or Dy; that
is higher than the sum of rewards in D divided by the
size of Dy. Algorithm 2 (Figure 5) demonstrates the
pseudocode of constructing a tree based on score.
This algorithm first searches through all variables and
for each variable var, searches through every unique
value val,,, and attempts to make a split based on that
value:

If var only has binary or categorical values, the data is
split based on whether each value v( = val, 4 or vo #
valygr.

If var only has continuous values, the data is split
based on whether each value v > val, 4, or v < valyq,.
For every split, sum the reward based on that split.
The split that returns the highest reward will be used
and two new leaf nodes are created, each having one
part of the split data from the node above it.

Irrigation time prediction model in the sys-
tem

In the real scenario, telemetry data is continuously
streamed into our system every minute. To integrate
new data into our model, we propose a lifecycle for
our model to comply with the system’s constraints.
Figure 4 briefly shows the lifecycle of the system with
more concentration on the model lifecycle, which is
comprised of 3 major working flows:

o Flow 1: The model will make a prediction, which
is one of the available actions to which it is lim-
ited, based on the environment states of the last
few hours, and trigger the pump motor to run
for the predicted period. The predicted action
will also be stored for later use.

o Flow 2: The environmental sensors will send
back telemetry data to the server. The data will
then be used to create rewards based on a policy
stored on the server. Both types of data will be
stored after that.

o Flow 3: The telemetry data and reward data
combined with the action data will be extracted
in batches to train a new model with better
adaptability to the environment and the policy.

EXPERIMENTAL RESULTS
Metrics, policy and data

For the simplicity of the model, we use 4 environmen-
tal metrics: soil humidity (SH), soil temperature (ST),
air humidity (AH), and air temperature (AT); along
with 1 temporal metric to evaluate the model based
on how well it can learn our policy, which farmers and
experts in agriculture suggest. Our model will be in-
troduced with four actions: Do not irrigate, irrigate
for 10 minutes, irrigate for 20 minutes, and irrigate
for 30 minutes.

Our policy, as shown in Table 1, consists of the envi-
ronment metrics, from which it will return four prob-
abilities of getting a reward, corresponding to the four
actions listed above. We also introduce noise to our
calculation at the rate of 20%.

Our data is collected from sensors installed at a test
garden in Dong Thap from 1/2023 to 8/2023, which is
comprised of many metrics of the earth, air, and wa-
ter environment. Tables 2, 3, 4 and 5 demonstrate the
covariance matrices of our dataset but sampled into
subsets with sizes of 10000, 50000, 100000, and the
initial size, respectively. Due to similarities between
these matrices, we will only use the 10000 datapoints
subset for evaluation because increasing the dataset
size does not allow our model to learn further signif-
icantly.
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Figure 4: Lifecycle of the model in the system.

Algorithm 2: Score Based DT

Input: Initial dataset D,, tree root T

1

N AN R W N

12
13
14
15

if stopping condition is False:

foreach variable column ¢ in D;:
foreach value val in c:
foreach action a in D, :
| rpa = reward per action a rate for all value to the left and right of val
end foreach
TPy the highest value of rpa‘s that associates with a4,
Tiner = difference between reward rate of D, and rpa,, ., multiplied by size
of D,
end foreach
end foreach
split data into 2 parts D, D; and create 2 nodes N, N, based on val of ¢ that
associates with the highest 1;,,.,
N,=Score Based DT(D,, N,)
N; =Score Based DT(D;, N;)

end if
return T

Figure 5: Score-Based Decision Tree.
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Table 1: Policy for calculating rewards.

Actions 0 mins 10 mins 20 mins 30 mins
Metrics

24 < SH <26 0.5 0.45 0.25 0.3

SH <24 0.1 0.25 0.3 0.35

SH > 26 0.4 0.2 0.1 0.05

ST <26 +0.1/pt +0.1/pt +0.1/pt +0.1/pt
ST > 28 -0.1/pt -0.1/pt -0.1/pt -0.1/pt
AH <380 +0.05/pt +0.05/pt +0.05/pt +0.05/pt
AH > 90 -0.05/pt -0.05/pt -0.05/pt -0.05/pt
AT <26 +0.05/pt +0.05/pt +0.05/pt +0.05/pt
AT > 31 -0.05/pt -0.05/pt -0.05/pt -0.05/pt

Table 2: Covariance matrix for data size of 10000.

SH AH ST AT
SH 0.032855 0.008108 -0.010476 -0.005236
AH 0.008108 0.076122 -0.024644 -0.051532
ST -0.010476 -0.024644 0.043014 0.033396
AT -0.005236 -0.051532 0.033396 0.047451

Table 3: Covariance matrix for data size of 50000.

SH AH ST AT
SH 0.032026 0.007855 -0.009361 -0.004651
AH 0.007855 0.076886 -0.025839 -0.051203
ST -0.009361 -0.025839 0.043341 0.033761
AT -0.004651 -0.051203 0.033761 0.046515

Table 4: Covariance matrix for data size of 100000.

SH AH ST AT
SH 0.032374 0.008361 -0.01006 -0.005144
AH 0.008361 0.077220 -0.025342 -0.051285
ST -0.010006 -0.025342 0.043128 0.033329
AT -0.005144 -0.051285 0.033329 0.046407

Table 5: Covariance matrix for the full dataset.

SH AH ST AT
SH 0.032248 0.008191 -0.009732 -0.004938
AH 0.008191 0.077060 -0.025484 -0.051307
ST -0.009732 -0.025484 0.043059 0.033430

AT -0.004938 -0.051307 0.033430 0.046512
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Evaluation

For evaluation, our test dataset will use data from July
and August, the rest of the initial dataset is split 70-
30 for the training dataset and testing dataset, respec-
tively. The reward for random actions which are filled
in the dataset is approximately 29.19 per 100 data
points and the maximum reward, which is, the highest
possible reward that our agent can achieve based on
our policy for the dataset, is 61.6 per 100 data points.
Table 6 describes our reward based on the model’s pre-
diction, model accuracy, which is calculated from our
model’s gathered reward and our data’s highest pos-
sible reward, which is ruled via our policy, and up-
lift, which shows how much higher reward our model
gained compared to the reward from the dataset. Also
in this table, we compare our baseline decision tree
(DT) model with our random forest (RF) model at dif-
ferent tree counts (tc), tree depths (d), and data sizes.
From the table, we can see that the models bring about
very high accuracy, while the decision tree models
have almost comparable performance to random for-
est ones. It can also be concluded from it that the tree
depth of 3 is the sweet spot for optimal performance
in both types of models.

DISCUSSION AND CONCLUSION

This paper proposes a simple reinforcement learn-
ing method that uses a decision tree as the policy to
be learned by the agent for the irrigation scheduling
problem. Using the dataset collected from the sen-
sors placed in an actual environment, combined with
a static policy to calculate the reward, we expect that
the model should make actions that bring back more
reward, without the knowledge of the given policy.
From our evaluation, the model has managed to learn
the policy from the reward inferred from that policy.
However, our work still has the following drawbacks,
which are also our future work:

o Our method requires abandoning the old model
and training a new one to adapt to new data,
which is still compute-intensive to some extent.
In the future, we will try to refactor the model to
learn from new data incrementally.

« Our approach is based on a static policy. Hence,
for each stage of growing a tree, farmers’ and
experts’ suggestions are required to construct a
new policy for it.
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TOM TAT

Ngoai tinh hiéu qua, tinh thuc tién va tiét kiém rat dugc coi trong khi trién khai nhiing hé théng
tudi tiéu tu dong. Nhan thiic vé nhiing yéu cau nay cang tang lén khi ngudn tai nguyén nudc ngay
cang khan hiém, dac biét la & nhiéu viing ndng nghiép tai Viét Nam. Mot lugng lén nd luc dugc
danh cho viéc tao ra cac phuong phép gidi quyét nhimg van dé nay va c6 thé dugc phan loai thanh
hai nhém: hoc gidm séat va hoc tang cudng. Phuong phép hoc gidm sat thudng dua vao dau vao
tUr kién thic clia ngudi néng dan va chuyén gia. Tuy nhién, nhiing cach ti€p can doé cé thé sai sot
do ngudi nbng dan tudi qua nhiéu hodc qua it, dan dén lang phi tai nguyén va chi phi san xuat.
Mat khéc, phuong phdp hoc tang cuong da dugc chiing minh la hiéu qua nhd khéd nang thich Ung
nhanh chong vai nhiing thay déi hodc xu hudng thay déi ctia méi trusng. Bat chdp diéu do, yéu
cau vé mot hé thong méd phong déang tin cay va su dau tu vé thai gian thuc hién cac budc luyén moé
hinh @a khién né phi thuc té khi stt dung ngoai thé gidi thuc. Viéc trién khai cac phuong phap nhu
vdy con gdp phai nhing tré ngai vé mdt tai nguyén va kién tric hé théng. Bai bao nay dé xuat maét
phuong phap két hop gila hai nhém phuong phap trén nham diéu chinh méi trusng dén trang
thai mong mudn. Bai bdo nay cling trinh bay téng quan dac trung clia méi trudng va kién tric hé
théng ma phuong phap dé xuat sé dugc trién khai theo cach ma phuong phap dé cé thé tuong
tac vdi cac trang thai clia mai trudng. Hudng tiép can clia ching téi ciing c6 thé dugc trién khai
trén cac hé théng cd ngudn tai nguyén tinh toan han ché, khong yéu cau viéc huan luyén trong
moi trudng do va giam téi thiéu sy tadc dong tl con ngudi. Viéc danh gid hiéu qua ctia phuong
phap dé xuat cing dugc trinh bay va cho thay su cai thién ro rét clia phuong phap trén mot tap
d{ lieu dugc thu thap t moi truong.

Tu khoa: Tudgi tiéu thong minh, hoc may, hoc gidm sat, hoc tang cudng
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