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ABSTRACT

Bahnar is an ethnic minority group in Vietnam, prioritized by the government for the preservation
of their cultural heritage, traditions, and language. In the current era of Al technology, there is
substantial potential in synthesizing Bahnar voices to support these preservation endeavors. While
voice conversion technology has made strides in enhancing the quality and naturalness of syn-
thesized speech, its focus has predominantly been on widely spoken languages. Consequently,
low-resource languages like the Bahnaric language family encounter numerous disadvantages in
voice synthesis. This study addresses the formidable challenge of synthesizing natural-sounding
speech in low-resource languages by exploring the application of voice conversion techniques
to the Bahnaric language. We introduce the BN-TTS-VC system, a pioneering approach that inte-
grates a text-to-speech system based on Grad-TTS with voice conversion techniques derived from
StarGANV2-VC, both tailored specifically for the nuances of the Bahnaric language. Grad-TTS al-
lows the system to articulate Bahnaric words without vocabulary limitations, while StarGANv2-VC
enhances the naturalness of synthesized speech, particularly in the context of low-resource lan-
guages like Bahnaric. Moreover, we introduce the Bahnaric-fine-tuned HiFi-GAN model to further
enhance voice quality with native accents, ensuring a more authentic representation of Bahnaric
speech. To assess the effectiveness of our approach, we conducted experiments based on human
evaluations from volunteers. The preliminary results are promising, indicating the potential of our
methodology in synthesizing natural-sounding Bahnaric speech. Through this research, we aim
to make significant contributions to the ongoing efforts to preserve and promote the linguistic
and cultural heritage of the Bahnar ethnic minority group. By leveraging the power of Al technol-
ogy, we aspire to bridge the gap in speech synthesis for low-resource languages and facilitate the
preservation of their invaluable cultural heritage.
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3 [Kanal]) represents a distinct ethnic minority within
the diverse tapestry of ethnic populations in Viet-

w

nam. Contemporary efforts spearheaded by the Viet-
namese government aim to enhance their integra-

o

tion through advancements in socio-cultural and sci-

~

3

entific literacy. A significant portion of this en-

©

deavor includes translating key documents into the
Bahnaric language by governmental and community

o

stakeholders. Concurrently, there is growing inter-

est among domestic research groups to devise auto-

~

@

matic translation systems for Vietnamese to Bahnaric
ethnolects. Notwithstanding these advancements, the
distinct characteristics of the Bahnar, given their sta-

@

tus as a smaller ethnic faction, result in hesitations

o

S

in engaging with the predominant Kinh (Vietnamese)
population. This occasionally impedes their complete

o

access to written information. Thus, conveying infor-

©

mation with native-like Bahnaric speech could signif-

=3

icantly enhance accessibility for this community.
Modern TTS (text-to-speech) systems1 can assist in
pronouncing words from text based on a trained
dataset. However, these systems require a substan-
tial amount of training data. For extremely low-
resource languages like Bahnaric, gathering a high-
quality training dataset becomes particularly arduous,
resulting in suboptimal pronunciation outputs. For
the small Bahnaric ethnic group, this also poses sig-
nificant challenges to communication.

Another solution is to develop voice conversion sys-
tems? that convert the voice quality to match that
of a genuine Bahnar individual. Due to the low-
resource nature of Bahnaric, we have proposed an ef-
fective approach that combines the Grad-TTS model ®
and the StarGANv2-VC model®. The use of the
Grad-TTS model enables the system to pronounce
an unlimited vocabulary from available texts. Mean-
while, the StarGANv2-VC model assists in gener-

ating a converted voice from an existing Bahnaric
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voice. Particularly, the combination of Grad-TTS and
StarGANv2-VC aids in refining and cleaning words
and phonemes that Grad-TTS has not generated well,
especially when trained from low-resource and low-
quality sources like direct recordings of Bahnaric peo-
ple’s speech. In addition, we also introduce the HiFi-
GAN-BN model, a variant of HiFi-GAN° pre-trained
by Bahnaric voice, to resemble the Bannaric accents
better when transforming the mel-spectrogram out-
put of StarGANv2-VC into human-listenable wave-
form.

We have experimented with our system, known as
BN-TTS-VC, using real-world data collected from the
Bahnar community in the provinces of Gia Lai, Kon-
tum, and Binh Dinh. When evaluated by human as-
sessments, we have obtained favorable results.

The remainder of the paper is organized as follows.
Section 2 describes previous works which are related
to our study. Section 3 gives details of the Bahnaric
phonological system. Section 4 describes the method-
ology to develop the BN-TTS-VC system. Section 5
presents the experiment results. Section 6 provides
a discussion of the results obtained from our experi-
ment. Section 7 presents conclusions and future work.

RELATED WORKS

Text-to-speech techniques

Text-to-speech synthesis is a task that involves con-
verting written text into spoken words. The goal is
to generate synthetic speech that sounds natural and
resembles human speech as closely as possible. Classi-
cal methods used to construct text-to-speech systems
include articulatory synthesis®, formant synthesis’,
concatenative synthesis®, and statistical parametric
speech synthesis®. These methods usually generate
a voice with less of a natural or lack of emotion and
the voice quality is low due to containing screeching
and jerking sounds. Certain end-to-end models such
as ClariNet 1°, FastSpeech 2s 11 and EATS '2 that cre-
ate audio directly from text have been proposed based
on simplification of text analysis modules and directly
taking character strings or phonemes as input, also
as to simplify acoustic properties with timbre spectra.
The advantages of neural network-based speech syn-
thesis over previous Text-to-speech systems include
high voice quality in terms of intelligibility and nat-
uralness as well as less reliance on the construction
of input properties. Concerning Vietnamese text-to-
speech systems, the Tacotron 2 acoustic model '* is
considered a classical deep-learning method that is
widely applied in these systems. The ZALO group de-
veloped a Text-to-speech system '* based on Tacotron

2% and WaveGlow '° whose performance of their sys-
tem is superior to the statistical parametric speech
synthesis classical method.

Voice conversion techniques

Voice conversion (VC) is a technique for convert-
ing one speaker’s voice identity into another while
preserving linguistic content. Though most voice
conversion methods that require parallel utterances
achieve high-quality natural conversion results, it
strongly limits the conditions to apply. Regarding
non-parallel voice conversion methods, it can mainly
be divided into three categories. Auto-encoder ap-
proach 7' requires carefully designed constraints to
remove speaker-dependent information, and the con-
verted speech quality depends on how much linguistic
information can be retrieved from the latent space. By
contrast, GAN-based approaches, such as CycleGAN-
VC3% use a discriminator that teaches the decoder
to generate speech that sounds like the target speaker.
Due to the lack of learning meaningful features from
the real data in the discriminator, this approach often
suffers from problems such as dissimilarity between
converted and target speech, or distortions in voices
of the generated speech. On the other hand, TTS-
based approaches like Cotatron?!, AttS2S-VC??, and
VTN %3 extract aligned linguistic features from the in-
put speech to give the converted speaker identity that
is similar to the target speaker identity. However, the
text labels for this approach are not often available at
hand.

BAHNARIC HONOLOGICAL SYSTEM

To develop a speech synthesis system, it is essential
to construct a phonological system for this particular
language. Figure 1 illustrates an example of a Bah-
naric language text. We can see that the language has
its characteristics, and using the input parsing mod-
ules of other languages is impossible. Therefore, we
analyze this language elaborately and build a set of
pseudo-phonemes for the Bahnaric language, which
is suitable input for the text-based speech generation
model. The set of pseudo-phonemes is shown in Fig-
ure 2.

Each word in the input text will be compared to the
corresponding phoneme sequence based on the above
alphabet. An example is shown in Figure 3. From
the text (INPUT) passed through the analyzer, the re-
sult is the corresponding phoneme sequence (PRO-
CESSED). That sequence is also the input for training
and using the TTS model.
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adriéng nganh y tea adriéng bet teék weék pOloék phun bégang bet sdhmeéch

minh suaat kua tri giaé @1 trieau foang

toplih 16ém tdédrong toéme rong jaéng pran fieh oei xa vinh kim

tro jean péom minh sénaém kung thu yoék fiei khoang 6@ triedu fioang

rim moa hinh anu joh péjing thu yoék tépaé pdonhoam 16 naé ma adriéng pdm

Figure 1: An example of text in Bahnaric language.

abcdefghijklmnopgrstuvwxyzaédaaadeeeiiinodoodso
suGGyadidiovaadddagsieéddéddeiiobddbdocvddoutauiu

a) Monophonic

ia i3 ie ié i6 i6 ua ud ue ué ué

b) Diphthong vowels

bl br by ch dj dr gl gr gy hl hm hn hii hr hy jr kh kl kr ky ly mlL mr ny my ir ng ph pl pr py sr th tr ty

c¢) Double consonants
hng ngl nhr

d) Triple consonants

Figure 2: A set of pseudo-phonemes for Bahnaric language.

INPUT:

adriéng nganh y tea

PROCESSED: a-d-r-i-é-ng ng-a-n-h y t-e-a

Figure 3: An example of an input text analyzer in Bahnaric language.

RESEARCH METHODOLOGY

Overview of the combined system of Text-
to-speech and voice conversion for Bah-
naric language

This system is constructed based on two main mod-
ules including Text-to-speech and Voice Conversion,
as illustrated in Figure 4. The first module gets the
Bahnaric language text as input to generate a native
voice with the content of the input text. There are
two sub-models in this module, which are the vocoder
and acoustic model. While the acoustic model gener-
ates acoustic properties directly from input phonemes
mentioned in Section 3, a vocoder transforms these
features into sound waveforms. After that, the sound
waveforms are passed to the Voice conversion module
for generating the other types of voice of native based
on the reference voice. This module is built from three

main component models for the purpose of extract-
ing the characteristics of voice, converting the voice,
and transforming the mel-spectrogram into a human-
listenable waveform.

Grad-TTS system for Bahnaric speech syn-
thesis

According to our research, there so far has been no
reported work on building an artificial voice gener-
ation system for the Bahnaric language. In this do-
main, there is an existence of certain different charac-
teristics between the Bahnaric and other popular lan-
guages. Therefore, applying techniques with high effi-
ciency in those languages to Bahnaric is a highly com-
plex problem.

One of the typical methods of applying Al to solve
this problem is Tacotron 2 13 which uses the architec-
ture of recurrent neural network (RNN) and convo-
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Input Text Analysis Acoustic model Vocoder Output

Pseudo phoneme

Text
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extractor ‘ 2/ Grad-TTS
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HiFi-GAN

Mel-spectrogram Waveform

Figure 5: An artificial voice generation system. There are 3 main components in this system. The input to the sys-
tem is the text that needs to be voice-generated, and the output will be the voice for the corresponding sentence.

lutional neural network (CNN). Tacotron 2 has been
and is being used commonly in this field. However,
this model has not yet met the requirements for the
naturalness of the generated voice, especially for lan-
guages such as Vietnamese and Bahnaric, because
the original Tacotron 2 has only been experimented
with English. Therefore, instead of using the com-
mon approach of Tacotron 2, we develop an end-to-
end process using the Grad-TTS architecture, a neu-
ral network using the denoising diffusion probabilis-
tic model. This approach is also consistent with re-
lated studies in the group of languages closely related
to Bahnaric, such as Vietnamese 2%.

Our text-to-speech system consists of three main

components, as shown in Figure 5. First, the

Text Analysis module parses the text into a pseudo-
phonetic representation, which is suitable for neural
network processing.

The second module is an acoustic model based on
Grad-TTS, from the input of which is a set of pseudo-
phonemes, it goes through the training process to
generate the mel-spectrogram representation. Mel-
spectrogram is a representation in the form of a spec-
trum of sound waves, consisting of two dimensions,
frequency and time. Mel-spectrograms can be ex-
tracted directly from the sound wave and contain
more detailed information about the frequency bands
that prevail at each moment in the sound wave. Con-
versely, it is also possible to extract sound waves from
the mel-spectrogram through the inverse problem.
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Figure 6: The overall framework of StarGANv2-VC.

The detailed architecture of this model can be con-
sulted through related previous works, and in this
publication, in order to be accessible to a wide audi-
ence and not be too technical, we do not go through
the details of this model.

The final step is performed by the vocoder. We use
the HiFi-GAN network” to convert the output from
mel-spectrogram to waveform. More specifically, in-
stead of using pre-trained HiFi-GAN for the English
language, we retrained a pre-trained HiFi-GAN-BN
system from Bahnaric to generate the final voice.

StarGANv2-VC model for Bahnaric voice
conversion

The Grad-TTS model can pronounce without lim-
itation the vocabulary of Bahnar texts, but due to
the low resource characteristics of this language, the
sound quality still lacks the naturalness of humans.
To overcome this problem, we propose to use the
StarGANv2-VC model to convert the voice synthe-
sized by Grad-TTS into a sample voice of the na-
tive Bahnar. The proposed methodology has been
developed based on the foundational principles of
StarGANv2-VC*, a pioneering framework that em-
ploys a solitary discriminator and generator to pro-
duce a diverse array of images across various domains.
These domains are characterized by the utilization of
domain-specific style vectors sourced either from the
style encoder or the mapping network. In the do-
main of voice conversion, each speaker is treated as a

discrete domain. To ensure the maintenance of con-
sistent fundamental frequency (F0) conversion, the
network architecture has been thoughtfully enhanced
through the integration of a pre-trained joint detec-
tion and classification (JDC) FO extraction network >,
Figure 6, presented herein, offers an illustrative depic-
tion of the StarGANv2-VC framework for elucidation.
In StarGANv2-VC, asample X € X, from the source
domain ys, €Y undergoes transformation to a corre-
sponding sample X € Xy, in the target domain y;, €
— X,

trg*

Y via a mapping function, denoted as G : X,
Crucially, this transformation is achieved indepen-
dently of parallel data.

Throughout the training process, the selection of the
target domain, Y;,, € Y, is random, and its style code,

s €S,

‘trg

, is encoded through a style encoder. This en-
coder utilizes a reference input X, s € X from the tar-
get domain to produce the style code, designated as
s=3S (X,e 15 y,rg). Using a mel-spectrogram X € X,,
from the source domain ys € Y and the target do-
main y;,, € Y, our model is trained by minimizing the
subsequent loss functions.

Adversarial loss. The generator is trained to produce
a new mel-spectrogram, denoted as G(X,s), from an
input mel-spectrogram X and a style vector s by uti-
lizing the adversarial loss.

Loay = Ex,ym. [IOgD (vasrc)] +

[log (1 - D (G(X,5),yurg))] v

EX»)’rrgaS
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where D (-,y) represents the output of the real/fake
classifier of the domainy € Y.

Adversarial source classifier loss. Another adversar-
ial loss function, involving the source classifier C, is
employed (refer to Figure 7).

Lagvels = Ex,y,,.g K [CE (C (G (X: S) 7ytrg))} (2)

where CE(-) denotes the cross-entropy loss function.
Style reconstruction loss. To guarantee that the style
code can be reconstructed from the generated sam-
ples, the style reconstruction loss is used.

Lyy = Ex<,yzrg.,s [HS—S (G(X,s) vytrg) Hl] 3)

Style diversification loss. The different samples must
be generated with different style codes. We enforce
the generator to learn this constraint by maximizing
the style diversification loss. In addition to maximiz-
ing the mean absolute error (MAE) between gener-
ated samples, the MAE of the FO features between
samples generated with different style codes is also
maximized.

Lis = Ex s, 50,3, [[|G(X,51) =G (X,52) 1]+ (4)
EX 515230 [[|Feony (G (X,51)) = Feonv (G (X, 52)) [[1]

where 51,5 € Sy, are two randomly sampled style
codes from domain yr, € ¥ and Feopy (-) is the output
of convolutional layers of FO network E.

FO consistency loss. An FO-consistent loss is added
to produce FO-consistent results with the normalized
FO curve provided by FO network F. For a given input
mel-spectrogram X, the function F(X) calculates the
absolute fundamental frequency (F0) value in Hertz
for each frame within X. Given that male and female
speakers tend to exhibit distinct average F0 values, a
normalization step is employed to standardize the ab-

solute FO values captured by F(X) This normalization
_ _FX

T FEXIL
Consequently, the FO consistency loss is formulated as

process is represented as F (X)

follows

Lio=Exs [IF)-FGX)L]

Speech consistency loss. Ensuring the linguistic fi-
delity of the converted speech is paramount, achieved
through the implementation of a speech consistency
loss mechanism. This mechanism relies on convo-
lutional features extracted from a pre-trained joint
Connectionist Temporal Classification (CTC) - at-
tention model, particularly the VGG-Bidirectional
Long Short-Term Memory (BLSTM) network, de-

26

tailed in reference”® and accessible within the Esp-

net toolkit?’. Adhering to the approach of previous

research *%, we leverage the output from the interme-
diate layer preceding the Long Short-Term Memory
(LSTM) layers, denoted as hgq,(+), to encapsulate the
linguistic feature. Consequently, the formal defini-
tion of the speech consistency loss is as follows

Lagr = Ex ¢ [||hasr (X) — hasr (G (X ,s)) |[1] (6)

Norm consistency loss. In order to maintain the
temporal integrity of generated samples, we employ
a norm consistency loss. This loss mechanism is
designed to ensure the preservation of speech and
To cal-

culate the absolute column-sum norm for a mel-

silence intervals in the generated output.

spectrogram X, which comprises N mel frequency
bins and T frames at the t” frame, we define it as
I1X.o|| = XN, || X1, where t € {1, ... T} represents
the frame index. The norm consistency loss can be

expressed as follows

1 T
Luorm = Ex s | 7 XXl = 1GX, 5). ] @)
1

Cycle consistency loss. Finally, we introduce the
cycle consistency loss, as outlined in reference!’,
with the purpose of preserving all remaining features
present in the input data.

Leye = EX ey S [|IX = G (G (X;5),5) | 1] ®)

where 5= S (X, ysr) is the estimated style code of the
input in the source domain yg. €Y.

Full objective. The entirety of our generator’s objec-
tive functions can be condensed as follows:

é”'gﬁ/[Lad v+ )vadvclsLadvcls + lstyLsty
_A'dsLds + 2'f()Lf() + zrasrLaxr ©)

+lnoran0rm + )“‘CyCLC_VC

where A gayeiss lsty) Adss lfO: Aasrs Anorm and z'cyc
are hyperparameters for each term.
The complete objective for our discriminator is as fol-

lows

min — Lagy + AcisLels
fas adv clsbels (10)

where A is the hyperparameter for source classifier
loss L, which is given by

Leis = Ex y,..s [CE (C(G (X, 5) ,ysre))] an
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The pretrained HiFi-GAN-BN model from
Bahnaric language for the vocoder of Grad-
TTS model.

Vocoders serve as instruments employed for trans-
forming a speech spectrogram into audible sound
waves. They play a pivotal role in the voice conversion
process, facilitating the creation of sound correspond-
ing to the given spectrogram. As outlined in Sec-
tion 4.2, when it comes to the Grad-TTS system, em-
ploying a pre-trained HiFi-GAN designed for the En-
glish language poses several challenges due to the dis-
tinct linguistic and acoustic characteristics inherent
in the Bahnar language as opposed to English. Con-
sequently, we took the approach of retraining a pre-
existing HiFi-GAN system tailored to Bahnar voice,
following the methodology illustrated in Figure 8.
Within this training pipeline, there are three key com-
ponents: one generator and two discriminators. The
generator, designed as a fully convolutional neural
network, takes a mel-spectrogram as its input and em-
ploys transposed convolutions to up-sample it until
the resulting sequence matches the temporal resolu-
tion of raw waveforms.

In terms of the discriminators, they consist of two dis-
tinct modules. Firstly, the multi-period discrimina-
tor (MPD) is composed of several sub-discriminators,
each responsible for assessing specific segments of pe-
riodic signals within the input audio. Furthermore,
to capture consecutive patterns and long-term depen-
dencies, we incorporate the multi-scale discriminator
(MSD) concept, which is inspired by the approach in-
troduced in MelGAN?’. This MSD evaluates audio
samples at various levels to gain a comprehensive un-
derstanding of the data.

The training process involves adversarial training for
both the generator and discriminators. Additionally,
two supplementary loss functions are employed to
enhance training stability and overall model perfor-
mance.

GAN loss. The training objectives of this model ad-
here to the principles of LSGAN*’. Specifically, they
replace the binary cross-entropy terms from the origi-
nal GAN objectives ! with least squares loss functions
to ensure non-vanishing gradient flows. In this setup,
the discriminator’s training goal is to classify ground
truth samples as 1 and generated samples from the
generator as 0. Conversely, the generator aims to de-
ceive the discriminator by adjusting the quality of its
generated samples to be classified as a value very close
to 1.

The GAN losses for both the generator G and the dis-
criminator D are defined as

Laay (D;G) = 12
[0 -2 oGy 1
La(G:D) = E [(D(G()=17]  (13)

where X denotes the ground truth audio anddenotes
the mel-spectrogram of the ground truth audio.
Mel-Spectrogram loss. To enhance the training per-
formance of the generator and ensure the synthesized
audio’s fidelity, we introduce a mel-spectrogram loss
into the GAN objective. This addition is made with
the expectation that the input condition should also
play a role in improving the perceptual quality, tak-
ing into consideration the characteristics of the hu-
man auditory system.

The mel-spectrogram loss is calculated as the L1 dis-
tance between the mel-spectrogram of a waveform
generated by the generator and that of a ground truth
waveform. It is defined as

Liter (G) = Ex s [[|9 (X) =9 (G () [[1] (14)

where ¢ represents the transform function used to
derive the mel-spectrogram from the corresponding
waveform.

Feature matching loss. The model can also undergo
optimization based on a metric that quantifies the
distinction in features extracted by the discriminator
when comparing a ground truth sample to a generated
sample *2. This metric, known as the feature matching
loss, is defined as follows

LFM (G;D) =

1 . . 15
B (XL g0 0 - Genlh| "

Full objective. The ultimate loss functions for both
the generator and discriminator are defined as

inL = Lyg, (G,D
minLg adv (G, D)+

AmeFM (GaD) + 2'melLMel (G)
’gfgLD = Luav (D,G)

(16)

17)

EXPERIMENT RESULTS

There are two main models trained from scratch in
this system including the StarGANv2-VC model for
voice conversion and the HiFi-GAN for the vocoder
of the Grad-TTS model. Both two these models are
developed based on the Pytorch framework. Consid-
ering the StarGANv2-VC model, it is trained with 122
epochs using the GPU of NVIDIA RTX 3080. The
dataset that we use to train this model is the recorded
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voices gained manually by native Bahnaric from the

420 provinces of Gia Lai, Kon Tum, and Binh Dinh in

=3

42

Bahnaric people. They are used as training input for
audio files that are generated from Grad-TTS. On the
other hand, the HiFi-GAN model is trained up to 1
million steps with two A100 GPUs. In other to train
this model, we collected the from the YouTube chan-
nel of VI'V5, which consists of 300 hours of Bahnaric
428 speech.
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Regarding the evaluation methodology, we built the

430 web application as shown in Figure 9. A user-friendly

S

43

web-based interface was developed using Streamlit to

Vietnam, where exist considerable communities of

facilitate the evaluation process. This interface pre-
sented users with 20 questions, each representing a
unique evaluation instance. Each evaluation instance
consisted of the following components:

Original Speech Audio: The interface played an orig-
inal speech audio recording from a human speaker.
This audio served as a reference point for users to
compare the converted audio against.

Converted Speech Audios: Two converted speech
audios were played for each evaluation instance.
These audios were generated using our two best-
performing StarGANv2-VC models. The intention
here was to compare the quality of voice conversion
between the models.
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46 With respect to the scoring mechanism, users were

47 given a scoring scale ranging from -1 to 100 to rate

as the quality of the converted audio. This scoring scale

49 was designed to capture a broad spectrum of quality

a0 perceptions. The interpretation of the scale was as fol-

451 lows:

452

453

454

456

457

458

459

460

-1: Unrealistic Sound. The converted audio
needs to be more realistic and unconvincing to
represent the target speaker.

0-49: Poor to Fair. The converted audio is
poor to fair quality, with significant discrepan-
cies from the original speaker’s voice.

50-69: Moderate. The converted audio resem-
bles the target speaker’s voice, but improve-
ments are needed.

o 70-89: Good. 'The converted audio is of
good quality and reasonably captures the target
speaker’s characteristics.

e 90-99: Very Good. The converted audio is of
outstanding quality, closely resembling the tar-
get speaker’s voice with minor discrepancies.

o 100: Perfect. The converted audio is indistin-
guishable from the audio of the actual target
speaker; no improvements are necessary.

The scale ranging from -1 to 100 (comprising 6 lev-
els) has been designed with specific intentions. At the
lower end, -1 is assigned to instances where the Al-
generated sound is exceptionally poor, to the extent
that it is practically unbearable. Conversely, at the
upper end, 100 signifies that within the provided au-
dio, at least one sentence closely resembles an original
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human-generated recording. Essentially, the scale is
employed to convey to the evaluator that there can be
a wide range of sound quality, spanning from severely
subpar to human-level excellence. The evaluation re-
sult is collected from 46 voluntary participants, whose
statistics are shown in Table 1.

As shown in Table 1, there is no evaluation result
of bad quality in the samples of the original voice
that recorded by native speakers. Concerning voice
conversion models, the VC-original model is trained
from original voice data and the VC-Grad-TTS is
trained with a suitable amount of data in the source
domain that is taken from the output of Grad-TTS.
It can be seen that the VC-original model generates
sounds with acceptable quality. However, there is an
existence of bad quality samples and it accounts for
4.24% of the evaluation set. The number of samples
having very good quality is also quite low at 11.96%.
Overall, the voice converted by this model is evaluated
as having good quality with a mean score of 74.07.
On the other hand, the VC-Grad-TTS model gives
better performance. The number of samples that have
poor to fair quality is reduced significantly (account-
ing for 0.87%). In addition, most generated sample
from this model is evaluated from good to perfect.
The mean evaluation score is also high with 80.33,
which belongs to the scale of good quality sound.

DICUSSION

This research addresses the challenge of generating
natural-sounding speech in the Bahnaric language,
which is often marginalized and lacks adequate re-
sources. Our system shows promising results in syn-
thesizing Bahnaric speech. Table I illustrates that
models trained with Grad-TTS output as the domain
source outperform those trained directly with na-
tive speaker data, with synthesized voice quality also
rated as good. Moreover, the HiFi-GAN-BN model,
pre-trained with Bahnaric voice data, enhances the
authenticity of synthesized speech to resemble Bah-
naric accents when converting mel-spectrogram out-
put. On the other hand, further optimization and
evaluation across diverse linguistic and cultural con-
texts are necessary. Collaboration with linguists and
community stakeholders is vital to ensure the cul-
tural relevance and acceptance of synthesized Bah-
naric voices. Ultimately, our work contributes to the
preservation and promotion of cultural diversity and
linguistic heritage, not only within the Bahnaric com-
munity in Vietnam but also in similar contexts world-
wide.

10

CONCLUSION

The Vietnamese government is endeavoring to en-
hance their integration through advancements in
socio-cultural and scientific literacy. In order to
contribute to conveying information with native-
like Bahnaric speech, we have proposed an effec-
tive approach called BN-TTS-VC system. Most
of the text-to-speech systems require a substantial
amount of training data. It is particularly ardu-
ous to gather a high-quality training dataset of ex-
tremely low-resource languages like Bahnaric. There-
fore, our system combined Grad-TTS model? and the
StarGANv2-VC model* to solve this problem. In ad-
dition, we also introduce the HiFi-GAN-BN model, a
variant of HiFi-GAN” pre-trained by Bahnaric voice,
to resemble the Bannaric accents better when trans-
forming the mel-spectrogram output of StarGANv2-
VC into human-listenable waveform. The evaluation
results have shown that the system is able to generate
good-quality audio and the voice conversion model
that is trained with the source domain data taken from
the output of Grad-TTS gives better performance. Fu-
ture work includes improving the quality of sound
that is not clear or missing the vocabulary of the text.
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Table 1: The evaluation result of StarGANv2-VC models.

Type of sample Quality (%)

1y 0-49 | 50-69 1
Original 0.0 0.0 2.06
VC-original 0.0 4.24 30.22
VC-Grad-TTS 0.0 0.87 18.26

Mean score
70-89 1 90-99 1 100
56.31 39.02 2.61 87.12
52.39 11.96 1.19 74.07
55.54 23.59 1.74 80.33

CREDIT AUTHORSHIP
CONTRIBUTION STATEMENT

Dang Tran Dat: Methodology, Model development,
Evaluation, Writing — Original Draft.

Tang Quoc Thai: Methodology, Model development,
Evaluation, Writing.

Nguyen Quang Duc: Methodology, System De-
ployment, Resources, Data Collection, Data Curation,
Writing.

Vo Duy Hung: Methodology.

Quan Thanh Tho: Supervision, Project Administra-
tion, Methodology, Writing - Review & Editing.

REFERENCES

1. Tan X, Chen J, Liu H, Cong J, Zhang C, Liu Y, Wang X,
Leng Y, Yi Y, He L, et al. Naturalspeech: End-to-end text
to speech synthesis with human-level quality. arXiv preprint
arXiv:2205.04421; 2022;.

2. Sisman B, Yamagishi J, King S, Li H. An overview of voice
conversion and its challenges: From statistical modeling to
deep learning. [EEE/ACM Transactions on Audio, Speech, and
Language Processing. 2020;29:132-157;Available from: https:
//doi.org/10.1109/TASLP.2020.3038524.

3. Popov V, Vovk |, Gogoryan V, Sadekova T, Kudinov M. Grad-tts:
A diffusion probabilistic model for text-to-speech. In: Interna-
tional Conference on Machine Learning; 2021;.

4. Choi Y, Uh Y, Yoo J, Ha J-W. Stargan v2: Diverse im-
age synthesis for multiple domains. In: Proceedings of
the IEEE/CVF conference on computer vision and pattern
recognition; 2020;Available from: https://doi.org/10.1109/
CVPR42600.2020.00821.

5. KongJ, Kim J, Bae J. Hifi-gan: Generative adversarial networks
for efficient and high fidelity speech synthesis. In: Advances
in Neural Information Processing Systems. 2020;33:17022-
17033;.

6. Scully C. Articulatory synthesis. In: Speech production and
speech modelling. Springer; 1990. p. 151-186;Available from:
https://doi.org/10.1007/978-94-009-2037-8_7.

7. Lukose S, Upadhya SS. Text to speech synthesizer-formant
synthesis. In: 2017 International Conference on Nascent Tech-
nologies in Engineering (ICNTE); 2017;PMID: 29031741. Avail-
able from: https://doi.org/10.1109/ICNTE.2017.7947945.

8. Mao X, Li Q, Xie H, Lau RYK, Wang Z, Smolley SP. Least squares
generative adversarial networks. In: Proceedings of the IEEE
international conference on computer vision; 2017;Available
from: https://doi.org/10.1109/ICCV.2017.304.

9. Kumar K, Kumar R, De Boissiere T, Gestin L, Teoh WZ, Sotelo
J, De Brebisson A, Bengio Y, Courville AC. Melgan: Generative
adversarial networks for conditional waveform synthesis. In:
Advances in neural information processing systems. 2019;32;.

10. Park J, Zhao K, Peng K, Ping W. Multi-speaker end-to-end
speech synthesis. arXiv preprint arXiv:1907.04462; 2019;.

11. Polyak A, Wolf L, Adi Y, Taigman Y. Unsupervised cross-domain
singing voice conversion. arXiv preprint arXiv:2008.02830;

20.

21.

22.

23.

2020;Available from: https://doi.org/10.21437/Interspeech.
2020-1862.

. Watanabe S, Hori T, Karita S, Hayashi T, Nishitoba J, Unno

Y, Soplin NEY, Heymann J, Wiesner M, Chen N, et al. Es-
pnet: End-to-end speech processing toolkit. arXiv preprint
arXiv:1804.00015; 2018;PMID: 29730221.  Available from:
https://doi.org/10.21437/Interspeech.2018-1456.

. Kim S, Hori T, Watanabe S. Joint CTC-attention based end-to-

end speech recognition using multi-task learning. In: 2017
|IEEE international conference on acoustics, speech and signal
processing (ICASSP); 2017;Available from: https://doi.org/10.
1109/ICASSP.2017.7953075.

. Kum S, Nam J. Joint detection and classification of singing

voice melody using convolutional recurrent neural networks.
Applied Sciences. 2019;9:1324;Available from: https://doi.org/
10.3390/app9071324.

. Tran T, Nguyen T, Bui H, Nguyen K, Vo NG, Pham TV, Quan

T. Naturalness Improvement of Vietnamese Text-to-Speech
System Using Diffusion Probabilistic Modelling and Unsuper-
vised Data Enrichment. In: International Conference on Intelli-
gence of Things; 2022;Available from: https://doi.org/10.1007/
978-3-031-15063-0_36.

. Huang W-C, Hayashi T, Wu Y-C, Kameoka H, Toda T. Voice

transformer network: Sequence-to-sequence voice conver-
sion using transformer with text-to-speech pretraining. arXiv
preprint arXiv:1912.06813; 2019;Available from: https://doi.
org/10.21437/Interspeech.2020- 1066.

. Tanaka K, Kameoka H, Kaneko T, Hojo N. AttS2S-VC: Sequence-

to-sequence voice conversion with attention and context
preservation mechanisms. In: ICASSP 2019-2019 IEEE Interna-
tional Conference on Acoustics, Speech and Signal Process-
ing (ICASSP); 2019;Available from: https://doi.org/10.1109/
ICASSP.2019.8683282.

. Zhu J-Y, Park T, Isola P, Efros AA. Unpaired image-to-image

translation using cycle-consistent adversarial networks. In:
Proceedings of the IEEE international conference on com-
puter vision; 2017;Available from: https://doi.org/10.1109/
ICCV.2017.244.

. Park S-w, Kim D-y, Joe M-c. Cotatron: Transcription-guided

speech encoder for any-to-many voice conversion without
parallel data. arXiv preprint arXiv:2005.03295; 2020;Available
from: https://doi.org/10.21437/Interspeech.2020- 1542.
Kaneko T, Kameoka H, Tanaka K, Hojo N. Cyclegan-vc3: Exam-
ining and improving cyclegan-vcs for mel-spectrogram con-
version. arXiv preprint arXiv:2010.11672; 2020;Available from:
https://doi.org/10.21437/Interspeech.2020-2280.

Huang W-C, Luo H, Hwang H-T, Lo C-C, Peng Y-H, Tsao
Y, Wang H-M. Unsupervised representation disentangle-
ment using cross domain features and adversarial learn-
ing in variational autoencoder based voice conversion. IEEE
Transactions on Emerging Topics in Computational Intel-
ligence. 2020;4:468-479;Available from: https://doi.org/10.
1109/TETCI.2020.2977678.

Ding S, Gutierrez-Osuna R. Group Latent Embedding for Vec-
tor Quantized Variational Autoencoder in Non-Parallel Voice
Conversion. In: Interspeech; 2019;PMID: 31791587. Available
from: https://doi.org/10.21437/Interspeech.2019- 1198.

Qian K, Zhang Y, Chang S, Yang X, Hasegawa-Johnson M. Au-

11

629
630
631
632
633
634
635
636
637
638
639

641
642
643

645
646
647
648
649
650
651
652
653
654
655
656
657
658
659
660

662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686


https://doi.org/10.1109/TASLP.2020.3038524
https://doi.org/10.1109/TASLP.2020.3038524
https://doi.org/10.1109/TASLP.2020.3038524
https://doi.org/10.1109/CVPR42600.2020.00821
https://doi.org/10.1109/CVPR42600.2020.00821
https://doi.org/10.1109/CVPR42600.2020.00821
https://doi.org/10.1007/978-94-009-2037-8_7
https://www.ncbi.nlm.nih.gov/pubmed/29031741
https://doi.org/10.1109/ICNTE.2017.7947945
https://doi.org/10.1109/ICCV.2017.304
https://doi.org/10.21437/Interspeech.2020-1862
https://doi.org/10.21437/Interspeech.2020-1862
https://doi.org/10.21437/Interspeech.2020-1862
https://www.ncbi.nlm.nih.gov/pubmed/29730221
https://doi.org/10.21437/Interspeech.2018-1456
https://doi.org/10.1109/ICASSP.2017.7953075
https://doi.org/10.1109/ICASSP.2017.7953075
https://doi.org/10.1109/ICASSP.2017.7953075
https://doi.org/10.3390/app9071324
https://doi.org/10.3390/app9071324
https://doi.org/10.3390/app9071324
https://doi.org/10.1007/978-3-031-15063-0_36
https://doi.org/10.1007/978-3-031-15063-0_36
https://doi.org/10.1007/978-3-031-15063-0_36
https://doi.org/10.21437/Interspeech.2020-1066
https://doi.org/10.21437/Interspeech.2020-1066
https://doi.org/10.21437/Interspeech.2020-1066
https://doi.org/10.1109/ICASSP.2019.8683282
https://doi.org/10.1109/ICASSP.2019.8683282
https://doi.org/10.1109/ICASSP.2019.8683282
https://doi.org/10.1109/ICCV.2017.244
https://doi.org/10.1109/ICCV.2017.244
https://doi.org/10.1109/ICCV.2017.244
https://doi.org/10.21437/Interspeech.2020-1542
https://doi.org/10.21437/Interspeech.2020-2280
https://doi.org/10.1109/TETCI.2020.2977678
https://doi.org/10.1109/TETCI.2020.2977678
https://doi.org/10.1109/TETCI.2020.2977678
https://www.ncbi.nlm.nih.gov/pubmed/31791587
https://doi.org/10.21437/Interspeech.2019-1198

Science & Technology Development Journal - Engineering and Technology 2024, ():1-12

687
688
689
690
691
692
693
694
695
696
697
698
699
700
701
702
703
704
705
706
707
708
709
710
1

24,

25.

26.

27.

28.

29.

30.

31.

32.

12

tovc: Zero-shot voice style transfer with only autoencoder
loss. In: International Conference on Machine Learning; 2019;.
Prenger R, Valle R, Catanzaro B. Waveglow: A flow-based gen-
erative network for speech synthesis. In: ICASSP 2019-2019
IEEE International Conference on Acoustics, Speech and Sig-
nal Processing (ICASSP); 2019;Available from: https://doi.org/
10.1109/ICASSP.2019.8683143.

Lam QT, Do DH, Vo TH, Nguyen DD. Alternative vietnamese
speech synthesis system with phoneme structure. In: 2019
19th International Symposium on Communications and Infor-
mation Technologies (ISCIT); 2019;Available from: https://doi.
org/10.1109/ISCIT.2019.8905142.

Shen J, Pang R, Weiss RJ, Schuster M, Jaitly N, Yang Z, Chen
Z, Zhang Y, Wang Y, Skerrv-Ryan R, et al. Natural tts synthe-
sis by conditioning wavenet on mel spectrogram predictions.
In: 2018 IEEE international conference on acoustics, speech
and signal processing (ICASSP); 2018;Available from: https:
//doi.org/10.1109/ICASSP.2018.8461368.

Donahue J, Dieleman S, Binkowski M, Elsen E, Simonyan
K. End-to-end adversarial text-to-speech. arXiv preprint
arXiv:2006.03575; 2020;.

Ren Y, Hu C, Tan X, Qin T, Zhao S, Zhao Z, Liu T-Y. Fastspeech
2: Fast and high-quality end-to-end text to speech. arXiv
preprint arXiv:2006.04558; 2020;.

Zen H, Tokuda K, Black AW. Statistical parametric speech syn-
thesis. Speech Communication. 2009;51:1039-1064;Available
from: https://doi.org/10.1016/j.specom.2009.04.004.

Schwarz D. Corpus-based concatenative synthesis. IEEE signal
processing magazine. 2007;24:92-104;Available from: https://
doi.org/10.1109/MSP.2007.323274.

Goodfellow I, Pouget-Abadie J, Mirza M, Xu B, Warde-Farley
D, Ozair S, Courville A, Bengio Y. Generative adversarial nets.
Advances in neural information processing systems. 2014;27;.
Larsen ABL, Senderby SK, Larochelle H, Winther O. Autoen-
coding beyond pixels using a learned similarity metric. In: In-
ternational conference on machine learning; 2016;.


https://doi.org/10.1109/ICASSP.2019.8683143
https://doi.org/10.1109/ICASSP.2019.8683143
https://doi.org/10.1109/ICASSP.2019.8683143
https://doi.org/10.1109/ISCIT.2019.8905142
https://doi.org/10.1109/ISCIT.2019.8905142
https://doi.org/10.1109/ISCIT.2019.8905142
https://doi.org/10.1109/ICASSP.2018.8461368
https://doi.org/10.1109/ICASSP.2018.8461368
https://doi.org/10.1109/ICASSP.2018.8461368
https://doi.org/10.1016/j.specom.2009.04.004
https://doi.org/10.1109/MSP.2007.323274
https://doi.org/10.1109/MSP.2007.323274
https://doi.org/10.1109/MSP.2007.323274

Tap chi Phdt trién Khoa hoc va Céng nghé - Engineering and Technology 2024, ():1-1

Open Access Full Text Article

Bai nghién ciiu

e

Phuong phap thay déi giong tang cuang tinh tu nhién cho qua

2

trinh sinh giong ndi 6 ngén ngit it tai nguyén: Thi nghiém véi ngon

ng{ Ba Na

DPing Tran Pat"2, Tang Quéc Thai'2, Nguyén Quang Puc'2, V6 Duy Hung'2, Quan Thanh Tho'2*

Opr i)
*‘*‘\\,_3!

i
Elar:;. 2

Use your smartphone to scan this

QR code and download this article

'Khoa Khoa hoc va Ky thugt My tinh,
Trudng Pai hoc Bdch khoa -
DHQG-HCM, Viét Nam

’Dai hoc Quéc gia Thanh phd HO Chi
Minh, Viét Nam

Lién hé
Quan Thanh The, Khoa Khoa hoc va Ky

thuat Mdy tinh, Trudng Bai hoc Bach khoa —
PHQG-HCM, Viét Nam

Dai hoc Qudc gia Thanh phé HE Chi Minh,
Viét Nam

Email: gttho@hcmut.edu.vn

Lich su

® Ngay nhan: 08-9-2023

® Ngay chép nhéan: 27-3-2024
® Ngay dang:

DOI:
M) Check for updates
Ban quyén
© DHQG Tp.HCM. Dy la bai bdo cong bé

ma dugc phat hanh theo cac diéu khodn cua
the Creative Commons Attribution 4.0

T \=

International license.

1

TOM TAT

Ba Na la mat nhém dan toc thiéu sé & Viet Nam, dugc chinh phi uu tién bao ton di san van hoa,
truyén théng va ngoén ngi. Trong ky nguyén clia cdng nghé Al hién nay, viéc tdng hop giong noi
ti€éng Ba Na dé hé trg nhimg né luc bao ton nay chiia dung tiém nang dang k€. Mac du cdng nghé
chuyén déi giong néi da co nhiing budc tién trong viéc nang cao chat lugng va tinh tu nhién clia
giong noi dugc téng hop nhung noé chi duge chi trong phat trién cha yéu déi vai cac ngdn nglr
dugc strdung réng rai. Do do, cdc ngdn nglr cd ngudn tai nguyén han ché nhu ngdén nglrthude ho
ti€éng Ba Na gap nhiéu kho khan trong viéc tng hop giong noi. Nghién ctu nay giai quyét thach
thuic I6n trong viéc tdng hop giong néi ¢é tinh tu nhién & cadc ngdn ngl cd ngudn tai nguyén thap
bang cach kham pha cac tng dung cuia ky thuat chuyén déi giong noi cho tiéng Ba Na. Chung toi
gidi thiéu hé théng BN-TTS-VC, mét phuang phép tién phong tich hop hé théng chuyén van ban
thanh giong ndi dua trén Grad-TTS, vdi cac ki thuat chuyén déi giong néi dua trén StarGANV2-VC,
va ca hai déu dugc thiét ké riéng cho céc sac thai clia tiéng Ba Na. Grad-TTS cho phép hé thé'ng
phatam cac tutrong ngon ngu Ba Na ma khong bij gidi han tir vung, trong khi StarGANv2-VC nang
cao tinh tu nhién clia giong noi dugc téng hop, ddc biét la trong bdi cdnh cac ngdn ngl cé nguén
tai nguyén thap nhu tiéng Ba Na. Ngoai ra, ching t6i con gidi thiéu mé hinh HiFi-GAN duoc tinh
chinh bang tiéng Ba Na dé nang cao chat lugng giong néi so véi giong ban dia, ddm bao thé hién
giong ndi tiéng Ba Na chan thuc han. D€ dénh gia hiéu qua clia phuong phép tiép can, ching toi
da tién hanh thir nghiém dua trén danh gid clia con ngudi tir cac tinh nguyén vién. Cac két qua so
bo day hita hen, cho thdy phuong phap ctia chiing t6i chia nhiéu tiém nang trong viéc téng hop
giong néi mang tinh tu nhién tiéng Ba Na. Qua nghién cltu nay, muc tiéu clia chiing toi la dong
gbp vao cac nb lyc dé bao ton va thuc ddy di sdn ngdn ngirva van hoa clia nhdém dan toc thiéu sé
Bahnar. Bang cach tan dung stic manh ctia cdng nghé Al, chiing t6i mong muén thu hep khoédng
céch trong téng hap giong ndi cho cac ngdn NGl nguodn tai nguyén thap va tao diéu kién thuan
loi cho viéc bao ton di san van hda quy bau ctia ho.

T khoa: T6ng hop giong ndi tiéng Ba Na, chuyén van ban thanh giong ndi, chuyén déi giong noi
tu nhién
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