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Convolutional neural networks for image object recognition and
classification with large-scale and complex data

P. T. Anh1, N. K. Diep1,*, N. V. Trong2

ABSTRACT
The purpose of this study is to investigate the application of artificial neural networks for image
recognition and classification tasks. Additionally, the research aims to explore the usage of convo-
lutional neural networks in handling large-scale and complex data. These networks are designed to
reducememory storage requirements and hierarchically extract and aggregate features from input
data, which is essential for efficient data processing. The research employs the use of convolutional
neural networks and large-scale and complex data processing techniques, which are at the fore-
front of advancements in machine learning. The neural network is constructed and trained with
large-scale and complex data, ensuring that the system is robust and capable of handling real-
world datasets. The performance is evaluated using various configurations of convolutional and
pooling layers, which are integral components of CNNs that help in feature detection and reduc-
tion of computational complexity. The study also involves the development of a library of methods
based on the ``.NET Standard 2.0'' platform, which is a widely-recognized framework for building
high-performance applications. Additionally, a window application using ``.NET 6.0'' and ``WPF''
platforms is developed, demonstrating the practical implementation of the research. The study
explores the quality of the proposed convolutional neural network based on different configura-
tions of convolutional and pooling layers and the size of the convolution filter. The best results
are achieved when using 3 blocks of convolutional and pooling layers with a filter size of 3 x 3 pix-
els. The network achieves optimal accuracy in image object classification after being trained for 14
epochs. The findings demonstrate the effectiveness of the proposed convolutional neural network
architecture and its ability to handle large-scale and complex data efficiently for image recognition
and classification tasks. The study's outcomes contribute significantly to the field of computer vi-
sion and offer a promising direction for future research in neural network optimization for image
processing.
Key words: convolutional neural networks, image classification, data, artificial neural networks,
deep learning

INTRODUCTION
Recognition and classification of image objects have
become common tasks today, and they are being in-
creasingly well-solved through the utilization of Ar-
tificial Neural Networks (ANNs). ANNs are one of
the most extensively studied branches of artificial in-
telligence development and find broad applications
in various fields such as medicine, economics, infor-
mation processing, computer vision, and more. In
image recognition and classification tasks, handling
large amounts of data poses two challenges: firstly,
selecting the optimal neural network model, and sec-
ondly, constructing an efficient algorithm for its train-
ing.
A significant contribution to the advancement of
ANNs for image object classification was the creation
of the ImageNet project. It constitutes an extensive
visual database comprising over 14 million manu-

ally labeled images, designed for research on software
used in image object recognition1. Additionally, it
is noteworthy that modern approaches to image ob-
ject recognition and classification commonly employ
Convolutional Neural Networks (CNNs)2. High per-
formance and accuracy in classifying image objects
from the ImageNet dataset can be achieved through
the use of the deep traditional CNNs architecture3,
which was proposed back in 1989 for recognizing
handwritten digits4.
The aim of this article is to investigate the use of CNNs
in the tasks of recognition and classification of image
objects within large-scale and complex data. To con-
duct this research, a software application was devel-
oped for constructing CNNs training them, and test-
ing their performance accuracy.
The paper is organized as follows. Section 2 intro-
duces the theoretical foundations of ANNs, CNNs,
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and large-scale and complex data processing tech-
niques. Section 3 describes the methods, simulation
tools, and results of the proposed CNN for image ob-
ject classification. Section 4 concludes the paper and
discusses future directions.

PROBLEM
Theoretical Foundations
ANNs are computational mathematical models that
allow obtaining desired output data from a set of in-
put data. They simulate the biological processes oc-
curring in the human nervous system.
The key elements of the nervous system are a col-
lection of nerve cells called neurons. The body of a
neuron is called the soma. The neuron has dendrites
that receive information and an axon through which
it transmits information to other neurons in the ner-
vous system via synaptic connections5. Each neuron
can havemultiple dendrites and only one axon, which
carries impulses to the next neurons in the nervous
system through synapses.
It is precisely the biological neurons that inspired the
creation of artificial ones. Let’s construct a simplified
model of an artificial neuron (Figure 1) and describe
its operation in more detail.

Figure 1: Simplified model of an artificial neuron.

Thedepicted artificial neuron (Figure 1) has dendrites
with synapses n having weights wi, i =

______
1, ...,n, rep-

resents the incoming signals received at the synapses,
and f(x) is a certain transfer function or threshold acti-
vation function, y represents the output signal. When
the synaptic inputs are received, the incoming signals
are scaled according to their weight coefficients and
fed into the summator, which processes them accord-
ing to the formula:

x = ∑n
i=1 xiwi (1)

where x is the argument of the threshold activation
function; n is the number of dendrites; xi is the in-
put signals; wi is the synaptic weight coefficients. The
threshold activation function is represented as:

y = f (x) (2)

where y is the output signal of the neuron’s axon.
The choice of activation function depends on the de-
sired output signal and the performance of the ANN,
as well as the nature of the problem being solved. The
sigmoid function is the most commonly used activa-
tion function, which can be discrete or continuous6.
An example of the simplest activation function is the
Heaviside step function (Figure 2, a), which is a dis-
crete sigmoid with a parameter and is defined as fol-
lows:

y =

{
1 where x ≥ a,
0 where x < a

(3)

where a is a certain parameter. Quite often, the sig-
moidal logistic function with parameters (Figure 2,
b) is used, which is continuous, nonlinear, and well-
suited for image object classification tasks. It is de-
scribed by the function:

y =
b

c+ edv (4)

where b, c, d are parameters of the function. Another
widely used activation function is the ”ReLU” (recti-
fied linear unit) function (Figure 2, c), which returns
the input valuewhen it is positive and 0when it is neg-
ative:

y =

{
0 where x < 0,
x where x ≥ 0

(5)

There are numerous variations in constructing ANNs,
distinguished by their structures - models of neuron
connections. Hierarchical, recurrent, and competi-
tive structures are among the types. Overall, all mod-
els of ANNs are constructed similarly. Neurons are
arranged in layers within the network. Initially, in-
formation is fed into the neurons of the input layer,
which then pass it on to the neurons of the so-called
hidden layer. The primary data processing occurs in
the hidden layers, after which the information is for-
warded to the output layer. The number of neurons
and hidden layers is chosen depending on the specific
task that the neural network is designed to solve, the
volume of data, and the available computational re-
sources.
The perceptron developed by Rosenblatt is considered
the first ANN, based on the model of the brain’s op-
eration in recognizing optical patterns7. Structurally,
it is a simple feedforward network. In modern ter-
minology, such an ANN belongs to single-layer net-
works with a hierarchical structure.
As the volume of data increases, the performance
and scalability of ANNs become a significant con-
cern. Big Data often presents challenges in terms of
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Figure 2: Threshold activation functions: a - discrete sigmoidwith parameter a = 0, b – sigmoidal logistic function,
c – ReLU function

handling massive datasets, processing complex pat-
terns, and training large-scale neural networks effi-
ciently. The sheer size and complexity of Big Data
can lead to increased computational demands and po-
tentially hinder real-time or near-real-time process-
ing. To address these challenges, specialized hard-
ware, distributed computing, and advanced optimiza-
tion techniques are often employed to effectively uti-
lize the available computational resources and achieve
acceptable processing times.
The model of a neural network, its layers, activation
functions, and learning algorithms should be cho-
sen based on the specific task at hand. For building
the proposed neural network, a classical task was se-
lected - image object classification. Partly, this is due
to the availability of Big Data with images for testing
CNNs8. The neural network will determine whether
a loaded image contains the face of aman or a woman.
Due to the format of the input data (an array of pixel
values), using traditional fully connected neural net-
works is impractical due to the need for an enormous
number of neurons in the input layer. CNNs are the
better choice here, especially because of the convolu-
tion operation, which reduces the amount of informa-
tion stored inmemory and hierarchically extracts and
aggregates features from the input data. This increases
the computational power of the neural network and
its ability to model more complex dependencies.

Experiment reparation
The proposed CNN architecture consists of several
blocks of convolutional and pooling layers, a flatten-
ing layer, fully connected neuron layers, and an out-
put neuron. Convolutional and pooling layers are
essential for detecting general image features. The
fully connected neuron layers are used to identify fea-
tures specific to male or female faces. There is a sin-
gle initial layer that constitutes a fully connected neu-
ron. The threshold activation function chosen for all

neurons, except the initial one, is the aforementioned
”ReLU” function, which allows saving computational
resources by not calculating values less than 0. The
output neuron uses the sigmoid activation function.
The schematic model of this neural network is shown
in Figure 3.
When dealing with large-scale and complex data in
the context of CNNs, one of themain challenges is the
sheer volume of data. Training and processing large-
scale CNNs with massive datasets can be computa-
tionally expensive and time-consuming. This requires
specialized hardware and distributed computing tech-
niques to efficiently handle the data and ensure rea-
sonable processing times. Additionally, the need for
extensive computational resources can lead to scala-
bility issues, where processing times increase signifi-
cantly with the growth of the dataset. Furthermore, as
the volume of data increases, the risk of overfitting the
modelmay also arise, necessitating careful regulariza-
tion techniques andmodel evaluation to avoid poten-
tial performance degradation on new, unseen data.

METHODS
Input Data
Input data for the CNN typically consists of images or
image-like data. Each image serves as an input to the
network and is represented as a matrix of pixel values.
The dimensions of the image matrix depend on the
resolution and color channels of the image.
For grayscale images, thematrix will have two dimen-
sions (height and width), where each pixel value rep-
resents the intensity of the corresponding pixel in the
image. The intensity value is typically represented as
an integer between 0 and 255, where 0 indicates black
and 255 indicates white.
For color images, the matrix will have three dimen-
sions (height, width, and channels), where each pixel
value represents the intensity of each color channel
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Figure 3: The schematic model of the developed CNN for image object classification.

(red, green, and blue) in the corresponding pixel. The
intensity values for each color channel are also typi-
cally represented as integers between 0 and 255.
Before feeding the images into the CNN, preprocess-
ing steps may be applied, such as normalization to
scale the pixel values to a certain range (e.g., [0, 1])
or standardization to make the data have zero mean
and unit variance. Additionally, data augmentation
techniques might be used to increase the diversity of
the training data by applying random transformations
(e.g., rotations, flips, and translations) to the images.
The input data is essential for training the CNN to
learn relevant features and patterns in the images,
which enable it to perform tasks like image recogni-
tion, classification, or object detection.

Methods, imulation Tools
For building the proposed neural network, its train-
ing, and testing, ”TensorFlow” was chosen. It is an
open-source library designed for constructing and
training neural networks, developed, maintained, and
supported by Google. For the convenience of devel-
oping theCNN, the high-level API ”Keras.NET” 9 was
additionally used. To manage Keras.NET, a library of
methods was developed in the C# programming lan-
guage, using the .NET Standard 2.0 development plat-
form.
For visually displaying the processes’ settings per-
formedwithin thementioned library, a window appli-
cation was developed using the C# programming lan-
guage and the .NET 6.0 and WPF development plat-
forms. To construct the graph showing the classifica-
tion accuracy dependency on the training epochs, the
OxyPlot library 10 was employed.
The application can be roughly divided into three
parts: building the CNN, its training, and testing.

RESULT ANDDISSCUSION
During the construction of the neural network, the
user is provided with the option to choose the width
and height to which the image will be compressed,

as well as the initial parameters of the CNN, such
as learning rate and momentum. CNN elements are
added in blocks, consisting of convolutional and pool-
ing layers. The user can select the number of convolu-
tional and fully connected layers, as well as the sizes of
the convolutional and pooling layers. The activation
function can be either ”ReLU” or sigmoid. The inter-
face displaying these application features is depicted
in Figure 4.
The next part is the training of the neural network.
For this, it is necessary to first select a dataset of im-
ages, divided into 2 folders corresponding to the clas-
sification objects, in this case, ”male” and ”female.” To
perform automatic testing of the CNN, a similarly dis-
tributed dataset should be chosen. Next, the number
of epochs should be specified, and the ”Start Train-
ing” button is pressed. During the training process,
a graph showing the CNN’s accuracy dependency on
the training epochs is displayed. The obtained neu-
ral network can be saved. The described interface is
shown in Figure 5, a.
Formanual testing of the neural network, the first step
is to select an image. A rectangle will be displayed on
the image, and it needs to be placed over the person’s
face. It is possible to test the performance of either the
newly built CNN or a saved one loaded from the re-
spective file. The interface formanual testing is shown
in Figure 5, b.
Using the developed application, a study of the CNN’s
quality was conducted based on the number of blocks
and sizes of the convolutional filter (Table 1). The
number of blocks varied from 1 to 4, and the sizes of
the convolutional filter ranged from 3 x 3 to 4 x 4 pix-
els. The number of training epochs was chosen to be
slightly excessive - 20 epochs.
The data was divided into 2 subsets: one was used for
training, and the other for testing after each epoch. It
should be noted that the testing datawas not used dur-
ing the training process. Analyzing the obtained re-
sults (Table 1), it can be concluded that increasing the
size of the convolutional filter to 4 x 4 pixels leads to a
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Figure 4: Configuration of building an artificial neural network

Figure 5: Screenshots of the application working with the CNN using a convolutional filter of size 3 x 3 pixels and
3 blocks of convolutional and pooling layers and 3 blocks of convolutional and aggregating layers: a – training of
the SNM, b – manual testing.

decrease in classification accuracy. This is due to the
fact that increasing the size of the convolutional fil-
ter negatively affects the correct extraction of certain
image features. Additionally, increasing the size of
the convolutional filter reduces the depth of the CNN,
which in turn reduces the classification accuracy. For
the considered task, choosing the number of CNN
blocks greater than 3 is not practical, as the training
cost of the network increases significantly, while the
classification accuracy is not substantially improved.

Based on these conclusions, let’s analyze the accuracy
graphs of the neural network training and testing with
exactly 3 blocks of convolutional and pooling layers
and a filter size of 3 x 3 pixels (Figure 5a). The op-
timal accuracy of image classification for the CNN is
achieved when it is trained for 14 epochs. Further in-
creasing the number of training epochs is not advis-
able.
In the article have been improved the methods for
training neural networks to solve image compression
tasks have been improved. A competitive neural net-
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Table 1: Comparison of CNN Performance with Different Numbers of Blocks and Various Sizes of the
Convolutional Filter

Number of Blocks Filter, pixels Training Accuracy, % Testing Accuracy, %

1 3 x 3 77,8 81,1

1 4 x 4 74,9 80,6

2 3 x 3 86,0 87,2

2 4 x 4 86,6 86,2

3 3 x 3 91,3 93,3

3 4 x 4 89,6 90,4

4 3 x 3 91,4 92,7

4 4 x 4 90,9 92,0

work that uses image fragments as input signals is pro-
posed. Additionally, information being processed is
further analyzed in real-time using the Kalman-Mein
filter. The test data showed that the neural network
model is working optimally, and the next step is to
launch the system on large-scale and complex. Sev-
eral approaches were used for the image segmentation
operator:
Forming a new generation only from offspring.
Employing the principle of elitism, where a certain
portion of the parents is guaranteed to transition to
the new population.
Replacing identical chromosome structures in the
new generation. The genetic operators and ap-
proaches described above were utilized in the instru-
mental sound classification system to optimize its ar-
chitecture and hyperparameters.
Computational experiments are conducted using
the Urban8k dataset from the surveillance camera
archive. The formulas below contain the obtained dis-
similarity matrices when studying the influence of the
number of layers in the convolutional neural network,
which is part of the hybrid system, on classification ac-
curacy. The dissimilarity matrix of a single Conv2D
convolutional layer is as follows (Figure 6):
Analyzing the matrices, it can be concluded that the
obtained values indicate satisfactory prediction accu-
racy. Specifically, for the last class, the number of cor-
rectly predicted classes is 15, while the number of in-
correct predictions is 2. It should be noted that incor-
rect predictions were made for the second class. The
dependence of error and training accuracy functions
on the training epochs for the respective neural net-
work topologies is shown in Figure 7.
The results of comparing these functions for one and
two convolutional layers indicate a smoother practi-
cal convergence of the classifier, specifically for a sin-

gle convolutional layer, with fixed other hyperparam-
eters. Using the classifier corresponding to Figure 7
could lead to unstable neural network performance in
practice. Meanwhile, the accuracy of the first classifier
is 95%, and the second one is nearly 94%. Therefore,
we can conclude that a single accuracy value is some-
times insufficient for a comprehensive evaluation of
the neural model’s effectiveness.

CONCLUSION
The proposed convolutional neural network can be
successfully applied in another ANN designed, for
example, to detect and localize multiple classifica-
tion objects in an image, to perform face recognition
or facial expression recognition. Additionally, such
a CNN can be utilized as a discriminator within a
generative adversarial neural network (GAN) setup,
which will be explored further.
When dealing with large-scale and complex in the
context of the proposed CNN, the volume and com-
plexity of the data can present significant challenges.
Training a CNN on large-scale datasets may require
substantial computational resources and time. The
need for extensive data preprocessing and augmenta-
tion techniques might arise to ensure sufficient train-
ing data for optimal performance. Furthermore, as
the size of the dataset increases, it can become more
challenging to maintain a balance between training
accuracy and model generalization, leading to poten-
tial overfitting issues. Addressing these challenges
might involve employing distributed computing and
specialized hardware to cope with the high compu-
tational demands and enhance the efficiency of train-
ing and testing processes. Additionally, careful model
evaluation and regularization techniques are essential
to ensure that the CNN performs well on new, unseen
data and avoids potential overfitting.
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Figure 6: The matrixes of the developed CNN for image object classification.

Figure 7: Accuracy and prediction error of models with different numbers of Conv2D layers
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TÓM TẮT
Mục đích nghiên cứu của bài báo là khảo sát việc áp dụngmạng nơ-ron nhân tạo cho các bài toán
nhận dạng và phân loại ảnh. Ngoài ra, bài báo cũng nghiên cứu về việc áp dụngmạng nơ-ron tích
chập để xử lý dữ liệu quy mô lớn và phức tạp. Những mạng này được thiết kế để giảm yêu cầu về
bộ nhớ lưu trữ và trích xuất cũng như tổng hợp các đặc trưng từ dữ liệu đầu vào một cách có hệ
thống, điều này là cần thiết cho việc xử lý dữ liệu một cách hiệu quả. Nghiên cứu sử dụng mạng
nơ-ron tích chập và các kỹ thuật xử lý dữ liệu quy mô lớn và phức tạp, là những kỹ thuật tiên tiến
trong lĩnh vực họcmáy. Mạng nơ-ron được xây dựng và huấn luyện với dữ liệu quymô lớn và phức
tạp, đảm bảo cho hệ thống mạnh mẽ và có khả năng xử lý các bộ dữ liệu thực tế. Hiệu suất được
đánh giá sử dụng các cấu hình khác nhau của các lớp tích chập và pooling, những thành phần
không thể thiếu của CNN giúp phát hiện đặc trưng và giảm độ phức tạp tính toán. Nghiên cứu
cũng đã giới thiệu việc phát triển thư viện các phương pháp dựa trên nền tảng ".NET Standard 2.0'',
là một framework phổ biến trong việc xây dựng các ứng dụng hiệu suất cao. Bên cạnh đó, ứng
dụng Windows sử dụng nền tảng ".NET 6.0'' và "WPF'' cũng được phát triển để triển khai nghiên
cứu thực tế. Chất lượng của mạng nơ-ron tích chập được đề xuất dựa trên các cấu hình khác nhau
của các lớp tích chập và pooling và kích thước của bộ lọc tích chập. Kết quả tốt nhất đạt được khi
sử dụng 3 khối của các lớp tích chập và pooling với kích thước bộ lọc 3 x 3 pixel. Mạng đạt được
độ chính xác tối ưu trong phân loại đối tượng hình ảnh sau khi được huấn luyện trong 14 epoch.
Các kết quả cho thấy hiệu quả của kiến trúc mạng nơ-ron tích chập được đề xuất và khả năng xử
lý dữ liệu quymô lớn và phức tạp với các bài toán nhận dạng và phân loại ảnh. Kết quả của nghiên
cứu đóng góp đáng kể cho lĩnh vực thị giác máy tính và mở ra nhiều triển vọng cho nghiên cứu
tương lai trong việc tối ưu hóa mạng nơ-ron cho việc xử lý hình ảnh.
Từ khoá: mạng tích chập, phân loại ảnh, dữ liệu, mạng nơ-ron nhân tạo, học sâu
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